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Abstract—The alternating direction method of multipliers (ADMM) algorithm has been widely employed for distributed machine learning tasks. However, it suffers from several limitations, e.g., a relative low convergence speed, and an expensive time cost. To this end, in this paper, a novel method, namely the group-based ADMM (GADMM), is proposed for distributed linear classification. In particular, to accelerate the convergence speed and improve global consensus, a group layer is first utilized in GADMM to divide all the slave nodes into several groups. Then, all the local variables (from the slave nodes) are gathered in the group layer to generate different group variables. Finally, by using a weighted average method, the group variables are coordinated to update the global variable (from the master node) until the solution of the global problem is reached. According to the theoretical analysis, we found that: 1) GADMM can mathematically converge at the rate $O(1/k)$, where $k$ is the number of outer iterations and 2) by using the grouping methods, GADMM can improve the convergence speed compared with the distributed ADMM framework without grouping methods. Moreover, we systematically evaluate GADMM on four publicly available LIBSVM datasets. Compared with disADMM and stochastic dual coordinate ascent with alternating direction method of multipliers-ADMM, for distributed classification, GADMM is able to reduce the number of outer iterations, which leads to faster convergence speed and better global consensus. In particular, the statistical significance test has been experimentally conducted and the results validate that GADMM can significantly save up to 30% of the total time cost (with less than 0.6% accuracy loss) compared with disADMM on large-scale datasets, e.g., webspam and epsilon.
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I. INTRODUCTION

In recent years, linear classification [1], [2] has become a crucial research topic in machine learning, especially for dealing with large-scale datasets. Thus, many efficient linear classification algorithms have been proposed, e.g., gradient method [3]–[5], mirror descent [6], and dual averaging method [7]. Nowadays, regarding the amount of data in our world has been exploding, and also the data is usually stored in a distributed environment, these conventional linear classification algorithms, which run on a single computer, become infeasible and impracticable for directly handling large-scale datasets in real practice. Therefore, distributed classification algorithms have been developed for solving the large-scale classification problem [8], [9].

Basically, these distributed classification algorithms can be categorized in two classes: 1) the primal problem-oriented algorithms and 2) the dual problem-oriented algorithms [10]–[12]. In the first class, gradient methods were adopted to handle the gradients of parallel support vector machines (SVMs) in the Cascade SVM [13]. In the other class, the alternating direction method of multipliers (ADMM) [14] is one of the most well-known algorithms. ADMM decomposes the original problem into two local subproblems, and then solves them in an alternating fashion. Recent works in [15] and [16] proved that ADMM has a linear convergence rate under favorable assumptions, and has been adopted to solve large-scale machine learning problems. In addition, a recent study [2] has shown that, for large-scale classification, the performance (e.g., accuracy) of linear algorithms is close to that of nonlinear algorithms, but with much less training time. Therefore, we study ADMM for large-scale linear classification.

Recently, according to the different network-connection modes, the distributed ADMM can be classified into two categories: 1) peer-to-peer mode, which can be represented by an undirected/directed graph [17]–[21], and nodes are allowed to exchange information with their neighbors and 2) master-slave mode, where an unique master node controls slave nodes [22]. Also, according to the different communication protocols, the distributed ADMM can be summarized into two classes: 1) asynchronous, where some nodes of the network are allowed to wake up at random and perform local updates in a noncoordinated fashion [23], [24] and 2) synchronous, where the master node is triggered only if it receives the information from all the slave nodes in each iteration [25]. In this paper, we only focus on the synchronous distributed ADMM under the master-slave mode. In distributed linear classification algorithms, many synchronous distributed ADMM algorithms have recently attracted much research interest due to the high decomposability of ADMM [26], [27].
Specifically, Forero et al. [28] proposed a method to train an SVM model via ADMM in a fully distributed fashion by decomposing the classification problem as a series of sub-problems. Zhang et al. [25] proposed a novel distributed linear classification method via ADMM (namely disADMM in this paper). In disADMM, subproblems can be solved by linear classification algorithms, and the local variables of the subproblems on slave nodes were used to guide the global variable optimization. Also, the distributed ADMM was extended to train the linear classifier for specific tasks, such as face recognition and structured SVM [29], [30]. To discuss communication-efficient for distributed methods, Arjevani and Shamir [31] have proved the number of communication rounds under different assumptions from theoretical perspective. Vemula [22] proposed a method, ADMM-Block Coordinate Descent for distributed learning problems and performed a comparison with ADMM-Dual Coordinate Ascent. A stochastic dual coordinate ascent with ADMM and the mini-batch extension also were proposed in [32].

Conventional distributed ADMM algorithms (i.e., the synchronous distributed ADMM) are based on the idea of global variable consensus, i.e., all the local variables of the subproblems on the slave nodes are required to be in consensus with the global variable when the final solution is found. Although the previous distributed ADMM algorithms [25], [28] for linear classification have been validated for promising results, they still suffer from several limitations, from either theoretical or practical perspectives: 1) they are normally lacking in theoretical analysis, which is needed to deeply understand the scalability and generalization ability of the distributed algorithms and 2) they usually have low convergence speed and expensive communication cost [23], [33].

To this end, a novel distributed linear classification method, named group-based ADMM (GADMM), is proposed to accelerate the convergence speed and improve global consensus under the synchronous mechanism in this paper. During the optimization process, previous distributed ADMM algorithms [25], [27] update the global variable directly using the local variables, and all the local variables are required to reach consensus with the global variable until the final consensus is found, but this process is time-consuming. To obtain the faster convergence speed and better global consensus, a group layer is added into the framework of GADMM, which generates the group variables obtained by local variable grouping. In contrast with the previous distributed ADMM algorithms, instead of using local variables, the group variables are aggregated to update the global variable, and then reupdate the local variables in the associated groups in order to find the solution to the global problem. The global consensus in distributed ADMM can be regarded as seeking consensus between the newly introduced group and global variables in GADMM. Since the number of group variables is much smaller than that of the local variables (using grouping techniques), faster convergence speed can be expected. The theoretical analysis will be presented in Section IV. Therefore, the highlights of our GADMM are that: 1) the updating strategy for global variables is novel, as it leverages the group layer and 2) the theoretical analysis is sufficiently sound to guarantee the performance of GADMM. The intuitive illustration of the major difference between the distributed ADMM and our method can be found in Fig. 1.

In particular, the local variables of the subproblems on the slave nodes are utilized as features to measure the similarities between datasets on different slave nodes. GADMM divides slave nodes into several groups by grouping methods (i.e., clustering) [34]–[36] in the group layer. After grouping, GADMM aggregates the similar local variables of subproblems in the same group to generate the group variable of the associated group. Then, group variables are coordinated to update the global variable by the weighted average method. After that, the local variables are reupdated of the subproblems by the group variable in the same group. The experimental results on four benchmark datasets demonstrate that GADMM can achieve a significant improvement in the number of outer iterations compared with disADMM [25] and stochastic dual coordinate ascent with alternating direction method of multipliers (SDCA)-ADMM [32]. Moreover, our experiments have shown that GADMM can significantly reduce the total time cost (the running time cost and communication time cost) with an acceptable accuracy loss on large-scale datasets.

The main contributions of this paper are threefold and can be summarized in the following.

1) A novel distributed linear classification method, GADMM, is proposed by introducing the group layer. The original global consensus problem in the distributed ADMM can be regarded as seeking a consensus solution between the group and global variables, thus faster convergence speed and better global consensus can be achieved.

2) The convergence analysis of our GADMM is presented, which shows that GADMM has a convergence rate of $O(1/k)$, where $k$ is the number of outer iterations. Moreover, GADMM can reduce the number of outer iterations and thus improve the convergence speed compared with the distributed ADMM, according to our theoretical analysis.

3) We present a practical version of GADMM and compare it with disADMM and SDCA-ADMM. The experimental results on four benchmark datasets show that GADMM reduces the number of outer iterations significantly, and saves up to 30% of the total time.
cost compared with disADMM, with less than 0.6% accuracy loss.

The remainder of this paper is organized as follows. ADMM and the distributed ADMM framework for linear classification are briefly described in Section II. The framework and procedures of GADMM are introduced in Section III. In Section IV, we present the convergence analysis of GADMM and the convergence speed comparison between GADMM and the conventional distributed ADMM. Section V reports experimental results evaluated on four publicly available LIBSVM datasets. Finally, Section VI gives some concluding remarks.

II. RELEVANT BACKGROUND

A. Alternating Direction Method of Multipliers

According to previous studies [15], [27], ADMM has been demonstrated its effectiveness and scalability in solving convex optimization problems with equality constraints. Normally, ADMM solves problems in the following form:

$$\min_{x,z} f(x) + g(z)$$

subject to $Ax + Bz = C$ (1)

where $x \in \mathbb{R}^{n_x}$ and $z \in \mathbb{R}^{n_z}$. $f(x)$ and $g(z)$ are two convex functions. $A \in \mathbb{R}^{m \times n_x}$, $B \in \mathbb{R}^{m \times n_z}$, and $C \in \mathbb{R}^m$ are used to impose the linear constraints. Basically, the augmented Lagrangian methods [37], [38] for the original problem in (1) can be mathematically formulated as

$$L_\rho(x, z, \lambda) = f(x) + g(z) + \lambda^T(Ax + Bz - C)$$

$$+ \frac{\rho}{2} \|Ax + Bz - C\|^2$$ (2)

where $\lambda > 0$ is a dual variable, and $\rho > 0$ is a penalty parameter. For simplification, the linear and quadratic terms can be combined by scaling $\lambda$ in (2). Thus, ADMM can be rewritten in a slightly scaled form [27] as follows:

$$L_\rho(x, z, u) = f(x) + g(z) + \frac{\rho}{2} \|Ax + Bz - C + u\|^2$$ (3)

where $u = (1/\rho)\lambda$. The scaled form in (3) is clearly equivalent to the augmented Lagrangian in (2). Furthermore, the augmented Lagrangian is more convenient to solve the original problems. In the $(k+1)_{th}$ iteration, the alternating minimization over $x$ and $z$ is performed with the following steps:

$$x^{k+1} = \arg \min_x f(x) + \frac{\rho}{2} \|Ax + Bz^k - C + u^k\|^2$$ (4)

$$z^{k+1} = \arg \min_z g(z) + \frac{\rho}{2} \|Ax^{k+1} + Bz - C + u^k\|^2$$ (5)

$$u^{k+1} = u^k + \left((Ax^{k+1} + Bz^{k+1} - C).\right.$$ (6)

B. Distributed ADMM Framework for Linear Classification

According to [25] and [27], ADMM can be applied to distributed computing due to its high decomposability property. If function $f(x)$ is separable with respect to variable $x$, it can be rewritten as

$$f(x) = \sum_{i=1}^n f_i(x_i)$$

where $x = (x_1, \ldots, x_n)$. Therefore, the original problem in (1) can be reformed as

$$\min_{x_1, \ldots, x_n, z} \sum_{i=1}^n f_i(x_i) + g(z)$$

subject to $Ax_i + Bz = C, i = 1, 2, \ldots, n$. (7)

The problem in (7) is the global consensus problem [28], where $x_i$ and $z$ are the local and global variables, respectively. Typically, $f(x)$ can be split into $n$ separate subproblems $f_i(x_i)$ solved in terms of $x_i$ in parallel

$$x_i^{k+1} = \arg \min_{x_i} f_i(x_i) + \frac{\rho}{2} \|Ax_i + Bz - C + u_i^k\|^2.$$ (8)

Supposing the data is split into $n$ disjoint datasets $(D_1, D_2, \ldots, D_n)$ stored on $n$ slave nodes $(S_1, S_2, \ldots, S_n)$, respectively, by adopting the L2-regularized L1-loss SVM [39], [40] as the distributed linear classification model, ADMM transforms the classification problem into a global consensus problem as follows:

$$\min_{w_1, \ldots, w_n, z} \sum_{i=1}^n f_i(w_i) + g(z)$$

subject to $w_i = z, i = 1, 2, \ldots, n$. (9)

where $f_i(w_i) = C \sum_{j=1}^n \max[0, 1 - y_j w_i^T x_j], g(z) = (1/2)\|z\|^2$. $C$ is a penalty parameter. $x_j \in \mathbb{R}^d$ is an example with $y_j \in \{-1, +1\}$ as its label, and $s$ is the number of examples in dataset $D_i$. The augmented Lagrangian function for distributed classification in (9) can also be rewritten in a scaled form

$$L_\rho(w, z, u) = g(z) + \sum_{i=1}^n \left(f_i(w_i) + \frac{\rho}{2} \|w_i - z + u_i\|^2\right).$$ (10)

The distributed classification problem in (9) can be solved by the alternating minimization over $w_i$ and $z$ as follows:

$$w_i^{k+1} = \arg \min_{w_i} f_i(w_i) + \frac{\rho}{2} \|w_i - z^k + u_i^k\|^2,$$ (11)

$$z^{k+1} = \arg \min_z g(z) + \frac{\rho}{2} \sum_{i=1}^n \|w_i^{k+1} - z + u_i^k\|^2$$ (12)

$$u_i^{k+1} = u_i^k + w_i^{k+1} - z^{k+1}.$$ (13)

Note that in the global consensus problem (9), each computing node (slave node) only optimizes its local variable $w_i$ and sends it to the master node. Then, the local variables are averaged to obtain a joint global variable $z$. After the updating of $z$, the master node broadcasts it to all the slave nodes for the updating of dual variables $u_i$s and optimization of local variables $w_i$s in the next iteration. The process repeats until all the local variables reach consensus with the global variable. In the distributed ADMM, the total time cost is the sum of the computation time and the communication time. However, under the synchronous protocol, the master node is triggered only if it receives the required message from all the slave nodes. Therefore, the speed of distributed ADMM is limited by the slowest worker nodes especially when the nodes have different computation and communication delays. This will create a new bottleneck that the conventional distributed ADMM suffers from low convergence speed and expensive time cost in practice [2], [23].
III. GROUP-BASED ALTERNATING DIRECTION METHOD FOR MULTIPLIERS

A. Distributed Framework of Group-Based Alternating Direction Method of Multipliers

The framework of GADMM is illustrated in Fig. 2. First, local variables \( w_i \)s of subproblems are optimized on slave nodes in parallel. Then, local variables \( w_i \)'s are sent to the group layer for grouping in (ii). After that, local variables in the same group are used to generate group variable \( w_{Gj} \) in (iii). Global variable \( z \) is updated with the group variables according to its update procedure in (iv). Finally, the master node broadcasts the global variable and group variables to the slave nodes, and then dual variables \( u_A \) in (v) are updated for the next iteration.

be mathematically formulated
\[
\begin{align*}
    w_i^{k+1} &= \arg \min_{w_i} f_i(w_i) + \frac{\rho}{2} \| w_i - z^k + u_i^k \|^2.
\end{align*}
\]  

(14)

Compared with the conventional distributed ADMM, the difference is that group variable \( w_{Gj} \) of group \( G_j \) is generated as follows:
\[
\begin{align*}
    w_{Gj}^{k+1} &= \sum_{S_i \in G_j} \beta_{ij} w_i^{k+1}
\end{align*}
\]  

(15)

where \( S_i \in G_j \) means that slave node \( S_i \) belongs to group \( G_j \) and \( \beta_{ij} > 0 \) (described in Section III-D) is the weight parameter of local variable \( w_i \) in group \( G_j \). In the group layer, all the slave nodes are divided into several groups by local variables grouping, which might result in different groups containing different numbers of the slave nodes. Considering that the different sizes of groups might affect the updating of the global variable in GADMM, the weighted average method is used to prevent the potential problem. Therefore, the updating of \( z \) can be mathematically formulated as follows:
\[
\begin{align*}
    z^{k+1} &= \arg \min_{z} g(z) + \frac{\rho}{2} \sum_{j=1}^{n} n_j \| w_{Gj}^{k+1} - z + u_{Gj}^k \|^2
\end{align*}
\]  

(16)

\[
\begin{align*}
    u_{Gj}^{k+1} &= u_{Gj}^k + w_{Gj}^{k+1} - z^{k+1}
\end{align*}
\]  

(17)

where \( n_j \) is the number of slave nodes in group \( G_j \). After that, the local variables of subproblems on slave nodes in the same group are reupdated
\[
\begin{align*}
    w_i^{k+1} = w_{Gj}^{k+1}, S_i \in G_j, i = 1, \ldots, n, j = 1, \ldots, m.
\end{align*}
\]  

(18)

Finally, the dual variables of the subproblems are updated on slave node as follows:
\[
\begin{align*}
    u_i^{k+1} &= u_i^k + w_i^{k+1} - z^{k+1}.
\end{align*}
\]  

(19)

Although each local variable \( w_i \) is forced to reach consensus with global variable \( z \) in (9), basically, it only requires that group variables \( w_{Gj} \)'s reach consensus with the global variable in (18) until GADMM finds the solution to the global consensus problem. In the following, a more detailed description of GADMM will be presented.

B. Model Similarity-Based Grouping Methods

In the grouping phase, the important issue is how to appropriately divide these slave nodes into groups. It is infeasible to measure the similarities between examples on different slave nodes because of the expensive communication cost. The computation of the mean and covariance matrix of a large-scale dataset is also extremely expensive. To a certain extent, we consider that the local variables of the subproblems can be used as the features of datasets to measure the similarities between datasets. By using grouping methods, the local variables with intragroup are similar, while the local variables with intergroup are dissimilar, thus, the local variables of the subproblems are suitable and reasonable as features to measure the similarities between datasets. Each slave node learns its local variable \( w_i \) from its own examples, as no communication cost between slave nodes is involved. Moreover, using local
variables as features, no additional computation cost will be involved. Therefore, the local variables $\mathbf{w}_i$'s are used as features of datasets for grouping. Moreover, to preferably using local variables of subproblems for grouping, the local variables $\mathbf{w}_i$'s are iterative optimized for $M$ times, where $M$ is the number of inner iterations (will be described in Section V-A).

To sufficiently evaluate the performance of GADMM, we typically utilize two clustering algorithms based on local variables for grouping: 1) agglomerative Nesting (AGNES) [34] and 2) L method [35], which is adopted to determine a suitable number of clusters.

In AGNES, each example forms a small cluster by itself, and then the two closest clusters are merged to form a cluster until AGNES receives the predefined number of clusters. However, the downside of this method is that the number of clusters $k$ needs to be predetermined. To solve the above problem, the L method is adopted in this paper, which can automatically determine a suitable number of clusters from any hierarchical clustering methods [35]. First, we initially group the slave nodes into several groups by measuring the distances between different slave nodes. Second, an evaluation graph containing the information of clusters is created by clustering. Finally, the L method is used to efficiently determine a suitable number of clusters by finding the knee of an evaluation graph curve.

The Euclidean distance is utilized to measure the similarities between different slave nodes. The grouping step needs to be done only once, and the information of groups, e.g., group variables, is stored on the master node. Note that many other clustering methods can be directly borrowed in GADMM. However, it is out of the scope to list and compare all the related clustering methods.

C. Subproblem Optimization

We adopt an efficient DCD, which is similar to that in [41], to optimize local variable $\mathbf{w}_i$ on the SVM dual objective in this section. Since $L_p(\mathbf{w}, \mathbf{z}, \mathbf{u})$ is separable in terms of $\mathbf{w}_i$, the $\mathbf{w}$-minimization problem can be split into $s$ separated subproblems that can be solved in parallel. Therefore, in the $(k+1)$th iteration, local variable $\mathbf{w}_i$ can be rewritten as follows:

$$\mathbf{w}_i^{k+1} = \arg \min_{\mathbf{w}_i} f_i(\mathbf{w}_i) + \frac{\rho}{2} \| \mathbf{w}_i - \mathbf{z}^k + \mathbf{u}_i^k \|^2. \quad (20)$$

The Lagrangian function for (20) is

$$L_p(\mathbf{w}_i, \alpha) = \frac{\rho}{2} \| \mathbf{w}_i - \mathbf{z}^k + \mathbf{u}_i^k \|^2 - \sum_{j=1}^{s} \alpha_j \mathbf{y}_j^T \mathbf{w}_j x_j + \sum_{j=1}^{s} \alpha_j$$

where $s$ is the number of examples in dataset $D_i$. Setting the partial derivative of local variable $\mathbf{w}_i$ to zero

$$\nabla_{\mathbf{w}_i} L_p(\mathbf{w}_i, \alpha) = \rho \left( \mathbf{w}_i - \mathbf{z}_i + \mathbf{u}_i^k \right) - \sum_{j=1}^{s} \alpha_j \mathbf{y}_j x_j = 0.$$

Thus

$$\mathbf{w}_i = \frac{\sum_{j=1}^{s} \alpha_j \mathbf{y}_j x_j + \rho \mathbf{v}_i^k}{\rho} \quad (21)$$

where $\mathbf{v}_i^k = (\mathbf{z}_i - \mathbf{u}_i^k)$. The optimal solution of the primal problem in (20) can be obtained by solving its dual problem

$$\min_{\alpha} f(\alpha) = \frac{1}{2\rho} \alpha^T Q \alpha - b_i^T \alpha$$

s.t. $0 \leq \alpha_j \leq C, \; j = 1, \ldots, s \quad (22)$$

where $Q_{ij} = \mathbf{y}_i \mathbf{y}_j^T x_i, \; b_i = [1 - y_1 \mathbf{y}_1^T x_1, \ldots, 1 - y_s \mathbf{y}_s^T x_1]^T$.

For problem (22), it optimizes $\alpha_j^{k+1}$ while fixing all the other variables. The partial derivative of $f(\alpha)$ is denoted as $\nabla_j f(\alpha^k)$ with respect to $\alpha_j$ in the $k$th iteration

$$\nabla_j f(\alpha^k) = \frac{1}{\rho} \sum_{i=1}^{s} \alpha_j^k Q_{ij} - b_{ij} \quad (23)$$

where $\nabla_j f(\alpha^k)$ means the projected gradient, to determine the stopping criteria

$$\nabla_j f(\alpha^k) = \begin{cases} \min(0, \nabla_j f(\alpha^k)) & \text{if } \alpha_j^k = 0 \\ \max(0, \nabla_j f(\alpha^k)) & \text{if } \alpha_j^k = C \\ \nabla_j f(\alpha^k) & \text{if } 0 < \alpha_j^k < C. \end{cases} \quad (24)$$

Then, $\alpha_j$ can be updated

$$\alpha_j^{k+1} = \min \left( \max \left( \alpha_j^k - \frac{\nabla_j f(\alpha^k)}{Q_{jj}}, 0 \right), C \right).$$

According to (21), (23) can be simplified as

$$\nabla f(\alpha^k) = \mathbf{y}_i \mathbf{w}_i^k x_j - 1. \quad (25)$$

Thus, the update procedure of $\mathbf{w}_i$ is

$$\mathbf{w}_i^{k+1} = \mathbf{w}_i^k + \left( \alpha_j^{k+1} - \alpha_j^k \right) \mathbf{y}_i \mathbf{x}_j. \quad (26)$$

The objective in (20) can be seen as L1-SVM in terms of $\mathbf{w}_i$. Therefore, the dual problem in (22) of the subproblems is similar to that in [41] in the dual SVM form. According to [25] and [41], the DCD can converge to an $\epsilon$-accurate solution [i.e., $f(\alpha) \leq f(\alpha^*) + \epsilon$] in $O(\log(1/\epsilon))$ iterations.

D. Update Procedures of Group and Global Variables

After all the $n$ slave nodes have been divided into $m$ groups ($m \leq n$), now we describe the updating of group variable $\mathbf{w}_{G_j}$. Here, we define group $G_j$ as a set of slave nodes $S_{ij} \in \{S_i | S_i \in G_j \}$, and dataset $D_i$ on slave node $S_{ij}$ is also named as $D_{ij}$. The variable $\sigma_{ij}$, as the ratio of the positive and negative examples in dataset $D_{ij}$ is defined as

$$\sigma_{ij} = \frac{\sigma_{ij}^+ \ast \sigma_{ij}^-}{\sum_{S_i \in G_j} \sigma_{ij}^+ \ast \sigma_{ij}^-}$$

where variables $\sigma_{ij}^+$ and $\sigma_{ij}^-$ are the ratios of different binary label examples in dataset $D_{ij}$. Moreover, taking the numbers of examples on slave nodes in different groups into account, the size ratio $\gamma_{ij}$ of dataset $D_{ij}$ in group $G_j$ can be defined as

$$\gamma_{ij} = \frac{|D_{ij}|}{\sum_{S_i \in G_j} |D_{ij}|}.$$
where \(|D_{i,j}|\) is the number of examples in dataset \(D_{i,j}\). Therefore, \(w_{Gj}\) can be defined as follows:

\[
w_{Gj} = \sum_{S_i \in G_j} \beta_{i,j} * w_{i,j}
\]

(27)

where synthesis ratio \(\beta_{i,j} = ((\sigma_{i,j} * \gamma_{i,j}) / (\sum_{S_i \in G_j} (\sigma_{i,j} * \gamma_{i,j})))\), is the weight of slave node \(S_i\) in group \(G_j\). Furthermore, in the conventional distributed ADMM, the updating of global variable \(z_{k+1}\) in the \((k+1)th\) iteration can be formulated as:

\[
z_{k+1} = \arg \min_z g(z) + \frac{\rho}{2} \sum_{i=1}^{n} \|w_{i,Gj}^{k+1} - z + u_{Gj}^k\|^2.
\]

Global variable \(z_{k+1}\) can be obtained by a simple average of \(w_{i,Gj}^{k+1}\) and \(u_{Gj}^k\). In contrast with the distributed ADMM, the group variables are used to update global variable \(z_{k+1}\) in GADMM. Considering that the different sizes of groups might affect the performance of GADMM, the weighted average method is used to prevent the potential problem. Therefore, the updating of the global variable can be mathematically formulated as follows:

\[
z_{k+1} = \arg \min_z g(z) + \frac{\rho}{2} \sum_{j=1}^{m} \frac{n_j}{n} \|w_{Gj}^{k+1} - z + u_{Gj}^k\|^2.
\]

where \(n_j\) is the number of slave nodes in group \(G_j\). Since the optimization objective of global variable \(z_{k+1}\) is differentiable, it can be solved by the weighted average of \(w_{Gj}^{k+1}\) and \(u_{Gj}^k\):

\[
z_{k+1} = \frac{m \rho}{1 + m \rho} \sum_{j=1}^{m} \frac{n_j}{n} (w_{Gj}^{k+1} + u_{Gj}^k).
\]

(28)

E. Stopping Criteria

In this paper, we refer to the primal residual as \(r_{k+1} = w_{k+1} - z_{k+1}\), and the dual residual as \(s_{k+1} = -\rho(z_{k+1} - z^*)\) in the \((k+1)th\) iteration. It has been proved that these two residuals converge to zero as those methods proceed [27]. This means that the primal and dual residual should be small enough to stop the iteration, as shown below:

\[
\| r_{k+1} \|_2 \leq \epsilon^{\text{pri}} \quad \| s_{k+1} \|_2 \leq \epsilon^{\text{dual}}
\]

(29)

where \(\epsilon^{\text{pri}}\) and \(\epsilon^{\text{dual}}\) are feasible tolerances. Normally, the tolerances used in our experiments are:

\[
\epsilon^{\text{pri}} = \sqrt{d} \cdot \delta_t \cdot A + R * \max(\|w\|_2, \|z\|_2)
\]

\[
\epsilon^{\text{dual}} = \sqrt{d} \cdot \delta_t \cdot A + R * \|\rho u\|_2
\]

where \(d\) is the dimensionality of examples and \(n\) is the number of slave nodes. \(A\) and \(R\) as the absolute and relative tolerances are both set to 0.001. Typically, the specific process of GADMM is described in Algorithm 1.

IV. THEORETICAL ANALYSIS

We now present our analysis of the convergence property of GADMM. Specifically, we first introduce the notations, and derive three Lemmas and one Theorem. Then, we use them to establish the convergence property of GADMM with an

\[O(1/k)\] convergence rate, where \(k\) is the number of outer iterations. The theoretical analysis also shows that by using the grouping methods, GADMM can improve the convergence speed compared with the conventional distributed ADMM. The proofs of the following theorem and lemmas are shown in Appendices.

For the convenience of notation, the augmented Lagrangian for the original problem (9) can be formulated as

\[
\mathcal{L}_{\rho}(w, z, \lambda) = f(w) + g(z) + \lambda (w - z) + \frac{\rho}{2} \|w - z\|_2^2
\]

(30)

where \(w = (w_1, \ldots, w_n)\) and \(f(w) = \sum_{i=1}^{n} f_i(w_i)\).

A. Convergence Bound

The convergence analysis relies on the optimality of \(\lambda^*\), which is similar to that in [42] in each iteration. This is established in the following lemmas.

Assumption 1: Both functions \(f(w)\) and \(g(z)\) are convex with moduli \(\delta_f\) and \(\delta_g\), respectively.

Because of the property of the convex function, the solution of the original problem can be solved by its conjugate form. The conjugates of \(f(w)\) and \(g(z)\) can be denoted as \(f^*(\lambda)\) and \(g^*(\lambda)\), respectively. Thus, the conjugate of functions \(f(w)\) and \(g(z)\), \(D(\lambda)\) can be solved as follows:

\[
\arg \max \ D(\lambda) = -f^*(\lambda) - g^*(\lambda).
\]

(31)

Note that the dual problem is maximized in order to find a solution, which meets \(-\nabla f^*(\lambda^*) - \nabla g^*(\lambda^*) = 0\).

In this paper, the hinge loss term \(f(w)\) and the regularization term \(g(z)\) are convex functions that satisfy Assumption 1. In the \((k+1)th\) iteration, the dual variable \(\lambda\) can be updated as follows:

\[
\lambda^{k+1} = \lambda^k + \rho (w^k - z^k)
\]
For convenience to analyze the convergence bound, we define
\[ \lambda^1 = \lambda + \rho(w^+ - z) \]
\[ \lambda^k = \lambda + \rho(w^+ - z^+) \]

Next, we provide the convergence bound on the dual function related to dual variable \( \lambda \).

**Lemma 1:** If \( \rho^3 \leq \delta_1 \delta_y^2 \) (\( \rho \) is a penalty parameter of the augmented Lagrangian in (30)), \( \delta_1 \) and \( \delta_y \) are the moduli of functions \( f(w) \) and \( g(z) \), respectively. Then, for any \( \gamma \in \lambda \)
\[ D(\lambda^x) - D(\gamma) \geq \frac{1}{\rho}(\gamma - \lambda)(\lambda^x - \lambda^k) + \frac{1}{2\rho} \| \lambda - \lambda^+ \|^2. \]

The derivation of this result is given in Appendix A. With the preceding lemma, we can now obtain a global convergence rate for GADMM.

**Theorem 1:** Suppose that the objective functions \( f(w) \) and \( g(z) \) satisfy Assumption 1 and the conditions of Lemma 1. Then, for \( k \geq 1 \), the sequence of dual variables \( \lambda \) satisfies
\[ D(\lambda^x) - D(\lambda^k) \leq \frac{\| \lambda^x - \lambda^k \|^2 - \| \lambda^x - \lambda^k \|^2}{2\rho(k - 1)}. \]
where \( \lambda^x \) is the optimal value of the augmented Lagrange multiplier function. The proof of Theorem 1 is given in Appendix B. The global convergence result is quite remarkable. The GADMM method converges at the rate \( O(1/k) \), where \( k \) is the number of outer iterations. The convergence bound in Theorem 1 only involves dual variables \( \lambda^x, \lambda^k \), and \( \lambda^k \). Since \( \lambda^x \)'s are the same as those in the conventional distributed ADMM, the effect of \( \| \lambda^x - \lambda^k \|^2 \) can be ignored in the analysis. After grouping the similar slave nodes into groups, GADMM makes \( \lambda^k \)'s in the same group consistent with each other. Therefore, \( \| \lambda^x - \lambda^k \|^2 \) will affect the convergence bound. To analyze the effect of grouping on the convergence bound, we suppose that all the \( n \) slave nodes are divided into \( m \) groups. Based on the average value inequality, we obtain that
\[ \| \lambda^x - \lambda^k \|^2 = \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \lambda^*_i - \sum_{j=1}^{n} \lambda^*_j \right)^2. \]

Local variables \( w_i \)'s in the same group are reupdated by the group variable. Thus, dual variables \( \lambda^*_j \) in the same group \( G_j \) also are reupdated by dual variable \( \lambda^*_j \) in GADMM. Thus
\[ \| \lambda^x - \lambda^k \|^2 = \frac{1}{n} \sum_{j=1}^{n} \left( \sum_{i=1}^{n} \lambda^*_i - \sum_{j=1}^{n} \lambda^*_j \right)^2. \]

where \( n_j \) is the number of the slave nodes in group \( G_j \), \( \lambda^*_j = ((\sum_{i \in G_j} \lambda^*_i)/(n_j)) \) and \( \lambda^*_j = ((\sum_{i \in G_j} \lambda^*_i)/(n_j)) \). Based on the average value inequality, it also satisfies
\[ -\frac{1}{n} \sum_{j=1}^{n} \left( \sum_{i=1}^{n} \lambda^*_i - \sum_{i=1}^{n} \lambda^*_i \right)^2 \leq \frac{1}{n} \sum_{j=1}^{n} \left( \sum_{i=1}^{n} \lambda^*_i - \sum_{i=1}^{n} \lambda^*_i \right)^2. \]

We can find that the group strategy affects both how local variables of the subproblems in the same group are reupdated by the group variable and how is the global variable updated. Therefore, the grouping methods affect the convergence bound of GADMM for the distributed classification problem, i.e., as the number of groups increases, the upper bound of the suboptimum solution decreases, the difference between \( D(\lambda^x) \) and \( D(\lambda^k) \) will be smaller. The dual variable \( \lambda^k \), closer to the optimal variable \( \lambda^* \), will be obtained.

**B. Convergence Speed**

We now compare the convergence speed between GADMM and the conventional distributed ADMM. For simple notation, we define the function \( F(w) \) as
\[ F(w) = f(w) + h(w) \]
where \( h(w) = (\rho/2)\| (w - z + u) \|^2 \). Let \( w^k, u^k \) be generated by our GADMM for the \( w \)-minimization problem in (14).

**Lemma 2:** Suppose that the update procedure of the global variable \( z \) of GADMM is the same as that in the conventional distributed ADMM, and \( n \) slave nodes are divided into \( m \) groups in the computing cluster. For \( k \geq 1 \), the sequence of local variables \( \{w^k_i\} \) satisfies
\[ \sum_{i=1}^{n} F(w^k_i) \geq \sum_{j=1}^{m} n_j F\left( \sum_{i \in G_j} \beta_{i,j} w^k_i \right) \]
where \( n_j \) is the number of the slave nodes in group \( G_j \) and \( \beta_{i,j} \) is the weight of local variable \( w_i \) in group \( G_j \). The proof is listed in Appendix C. Note that the difference between GADMM and the distributed ADMM is based on the sum of the sequence of local variables \( \{w^k_i\} \) in the \( k \)th iteration. The descent speed of \( F(w) \) is faster than that of \( F(w) \).

Moreover, we compare the convergence speed of the global objective between GADMM and the conventional distributed ADMM. In order to succinctly analyze the issue, we define the objectives of the conventional distributed ADMM and GADMM in the \( k \)th iteration as follows:
\[ G(w^k, z^k) = \sum_{i=1}^{n} f_i(w^k_i) + g(z^k) \]
\[ \overline{G}(w^k, z^k) = \sum_{i=1}^{n} f_i(w^k_i) + g(z^k) \]
According to (18), (27), and (28), \( w^k_i = \sum_{j \in G_i} \beta_{i,j} w^k_i \) and \( z^k = (\rho/(n(1 + mp))) \sum_{j=1}^{m} n_j (\sum_{i \in G_j} \beta_{i,j} w^k_i) \). Thus,
\[ \sum_{i=1}^{n} f_i(w^k_i) = \sum_{j=1}^{m} n_j f_i(\sum_{i \in G_j} \beta_{i,j} w^k_i) \]

**Lemma 3:** Suppose \( n \) slave nodes are divided into \( m \) groups. For \( k \geq 1 \), the difference between the conventional distributed ADMM and GADMM satisfies
\[ G(w^k, z^k) - \overline{G}(w^k, z^k) \geq \frac{\rho^2 m(n - m)}{n^2(1 + mp)^2(1 + np)} \| z^k \|^2 \]
where \( z^{k+1} = \sum_{i=1}^{n} (w^{k+1}_i + u_i) \). The proof result is shown in Appendix D. When \( m = n \), GADMM is the same as the conventional distributed ADMM, while \( m < n \), the difference between the conventional distributed ADMM and GADMM in the \( k \)th iteration is usually larger than 0. As the number of
groups decreases, the difference between the conventional distributed ADMM and GADMM will increase, and the descent speed of GADMM is faster than that of the distributed ADMM. Moreover, the stopping criteria, $\|s_k\|_2$ and $\|t_k\|_2$ will be smaller than those of the conventional distributed ADMM. Therefore, by the grouping methods, GADMM can reduce the number of outer iterations, and converge faster than the conventional distributed ADMM.

Theorem 1 guarantees that the optimal $k^*$ of the Lagrangian function can be obtained by the sequence $\{\lambda^k\}$ with a convergence rate of $O(1/k)$. The comparison on the convergence speed has shown that the descent speed of the objective function in GADMM is faster than that in the conventional distributed ADMM. Therefore, GADMM can theoretically accelerate the convergence speed and improve global consensus.

V. EXPERIMENTAL RESULTS

A. Datasets and Experimental Settings

Four large-scale binary classification datasets: two document datasets (webspam and rcv1), an education dataset (kdd2010), and a synthetic dataset (epsilon) 1 are adopted for the experiments. The details of these datasets are tabulated in Table I. For the implementation of the proposed GADMM, 18 computing machines are used as the slave nodes in the master-slave mode computer network, where each machine has an Intel(R) Xeon(R) CPU E5-2650 (2.6Ghz/30M Cache) processor and 64 GB RAM. Each machine $S_j$ broadcasts $w_i^{k+1}$ and $u_i^{k+1}$ and waits to collect the sum of $w_{G_j}^{k+1}$ and $u_{G_j}^{k+1}$ for $z$-update. Therefore, communications involve the transmission of variables of each machine in each outer iteration, and synchronization corresponds to the waiting time to collect this message. The message passing interface [43] is used as the parallel platform, while the DCD [41] is utilized to solve the optimization of subproblems.

For parameter settings, we automatically choose the hyperparameter $C$ determined by five-fold cross-validation, which is consistent with that of disADMM [25] for fair comparison. Moreover, local variable $w_i^{k+1}$ can be replaced with its relaxation form in the updating procedures (16) and (17) to facilitate the solution

$$w_i^{k+1} \leftarrow \alpha w_i^{k+1} + (1 - \alpha)z_i^k$$

where $\alpha \in (0, 2)$ is a relaxation parameter. For the parameter $\alpha$, which had been analyzed and suggested that the over-relaxation parameter $\alpha \in (1.5, 1.8)$ can improve the convergence speed [27]. In this paper, for parameters $\rho$, $\alpha$ and $M$ (the number of inner iterations) which can be empirically well chosen, we can set them as predefined constants which are consistent with those of disADMM. Therefore, we can set ($\rho$, $M$, $\alpha$) as predefined constants 1, 50, 1.6 for comparative tests to validate the performance of GADMM in all experiments, the total time cost (Ttime) is the sum of the communication time cost (Ctime) and running time cost (Rtime). The running time cost is denoted as the computational time taken on slave nodes, while the communication time cost is the time used to transmit and receive variables between the master node and slave nodes.

B. Comparison With Other Distributed Methods

According to the previous study [25], it has been shown that disADMM was faster than several existing distributed methods, such as parallel stochastic gradient descent [44] and Vowpal Wabbit. 2 Also, note that disADMM was designed based on the framework of the conventional distributed ADMM, while in this paper, we focus on improving the convergence speed of the conventional distributed ADMM, and thus, our GADMM is also designed based on the same framework, but GADMM has a group layer to accelerate the convergence speed. Therefore, to evaluate the performance of our proposed method, as well as to compare with disADMM, we adopt the number of outer iterations, total time cost, communication time cost, running time cost, and accuracy as the evaluation metrics. To compare the time costs of GADMM with disADMM, the experiments are conducted repeatedly for ten times. The total ten times results are generated and also evaluated by their means of the evaluation metrics. Also, the paired t-tests between GADMM and disADMM are further conducted from the evaluation indices on respective four datasets. The details of the comparison are described as follows.

1) disADMM [25]: The method was based on the framework of ADMM for distributed linear classification.

2) GADMM 3: A group layer is added into GADMM and the L method is adopted to determine a suitable number of groups in GADMM.

1) Number of Outer Iterations: Table II shows that GADMM converges and meets the stop criteria faster than disADMM, except with a little acceptable accuracy loss, which is in agreement with our expected results as analyzed in Theorem 1. Comparing GADMM with disADMM, the number of outer iterations of GADMM is significantly smaller than that of disADMM on four datasets. Therefore, GADMM performs better than disADMM in terms of lower number of outer iterations, and thus GADMM can improve the convergence speed. The reason is because all slave nodes in the

\begin{table}
\centering
\caption{Details of Dataset. $l$ Is the Number of Examples, $d$ Is the Dimension of Examples, and $C$ Is the Hyperparameter.}
\begin{tabular}{|c|c|c|c|}
\hline
Dataset & $l$ & $d$ & $C$ \\
\hline
webspam & 350,000 & 16,609,143 & 32 \\
epsilon & 500,000 & 2,000 & 1 \\
r cv1 & 6,797,641 & 47,236 & 1 \\
kdd2010 & 20,012,498 & 29,890,095 & 1 \\
\hline
\end{tabular}
\end{table}
computing cluster are divided into several groups through model similarity-based grouping methods, and then GADMM generates the group variables to update the global variable by the weighted averaged method. Finally, the master node broadcasts the group variables to the slave nodes, for reupdating the local variables on slave nodes in the same group, respectively. Compared with disADMM, fewer different variables need to be in consensus with the global variable until the solution to the global problem is found in GADMM.

2) Time Cost and Accuracy: In the experiment, the total time cost is the sum of the communication time cost and running time cost. The experimental results on most large-scale datasets show that the time cost of GADMM can be up to 30% less than that of disADMM, but with less than 0.6% accuracy loss, e.g., webspam and kdd2010 datasets. In Table II, we find that the communication time cost is closely related to the dimension of datasets. The communication time costs in each outer iteration of datasets kdd2010 and webspam are much larger than those of lower-dimension datasets, such as epsilon and rcv1. Also, in the optimization of subproblems, the DCD needs to train all the examples in each inner iteration. Therefore, the running time cost increases with the increase in the size of datasets. For the dataset epsilon, whose number of examples is much larger than the dimension of feature, most of the total time cost is taken in optimizing the subproblems. Also, we can find that the communication time cost on epsilon in each outer iteration is smaller than the higher-dimension dataset rcv1. For the high dimensional and large-scale datasets webspam and kdd2010, the results show that the total time cost and communication time cost of GADMM are significantly reduced compared with that of disADMM. In Table II, we find that GADMM can reduce the total time cost and communication time cost significantly, compared with disADMM on large-scale experimental datasets.

In this paper, we adopt GADMM to solve the global consensus problem over variables \(w\) and \(z\). In Algorithm 1, the optimization of subproblems is implemented on slave nodes in parallel. Thus, the only time cost is the running time, as no communication time cost is involved. Therefore, the complexity per outer iteration of the running time cost is \(O(k_{\text{out}})\) based on the DCD, where \(k_{\text{out}}\) is the total number of nonzero values of training examples. In GADMM, only the processes of sending the local and dual variables to the master node, and broadcasting the global variable and group variables to slave nodes, affect the communication time cost. Therefore, the complexity of the communication time cost in GADMM is \(O(k_{\text{out}}d)\), where \(k_{\text{out}}\) is the number of outer iterations.

In each outer iteration, the communication time cost is closely related to the dimension of datasets, which is in agreement with the communication time cost results in Table II, while the complexity of the communication time cost in disADMM is also \(O(k_{\text{out}}d)\), where \(k_{\text{out}}\) is the number of outer iterations. The theoretical analysis and experimental results on large-scale datasets have demonstrated that GADMM can significantly reduce the number of outer iterations, converge much faster than distributed ADMM. Therefore, \(k_{\text{out}}\) is much smaller than \(k_{\text{out}}\) in GADMM can reduce the communication time cost and improve the convergence speed, which is in good agreement with the experimental results in Table II.

3) Statistical Hypothesis Test: To statistically validate the superiority in the convergence speed of the proposed GADMM, the paired \(t\)-tests comparing GADMM with disADMM are computed from the four evaluation indices: the number of outer iterations, total time cost, communication time cost and running time cost, respectively, (see Table III). For accuracy loss and speed-up compared with disADMM, to validate the experimental results of GADMM in Table II, we adopt the right one-sided \(t\)-test between GADMM and disADMM with 0.6% accuracy loss (Lacc) and left one-sided \(t\)-test between GADMM and disADMM with 30% speed-up (STime), respectively. When the \(P\)-value is less than 0.05, our method is significantly different from (better than) disADMM. For simplification, we used the “\(\sqrt{\}\)” to indicate the value where our method is statistically better than disADMM. The GADMM method can significantly reduce the number of outer iterations, total time cost, communication time cost and running time cost, as seen in Table III, saving up to 30% of the total time cost with less than 0.6% accuracy loss on large-scale datasets. Therefore, the hypothesis test shows that GADMM can achieve significant improvement in convergence speed and reducing the time cost, which is faster than disADMM with a little acceptable accuracy loss (i.e., less than 0.6% accuracy loss) for handling large-scale datasets in the results.

To further test the scalability of the proposed GADMM method, we extend the SDCA-ADMM [32] to the framework of GADMM (namely SDCA-GADMM), and make a comparison with SDCA-ADMM under the same distributed cluster.

### Table II

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GADMM</th>
<th>disADMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iter</td>
<td>Time(s)</td>
<td>Iter</td>
</tr>
<tr>
<td>webspam</td>
<td>5.8</td>
<td>561.4</td>
</tr>
<tr>
<td>epsilon</td>
<td>32.4</td>
<td>30.4</td>
</tr>
<tr>
<td>rcv1</td>
<td>10.8</td>
<td>4.5</td>
</tr>
<tr>
<td>kdd2010</td>
<td>8.4</td>
<td>1506</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GADMM compared with disADMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iter</td>
<td>Time</td>
</tr>
<tr>
<td>webspam</td>
<td>√</td>
</tr>
<tr>
<td>epsilon</td>
<td>√</td>
</tr>
<tr>
<td>rcv1</td>
<td>√</td>
</tr>
<tr>
<td>kdd2010</td>
<td>√</td>
</tr>
</tbody>
</table>
In each iteration, we randomly choose one tenth of examples for training. The experiments are conducted repeatedly for ten times, and the means of the number of outer iterations, total time cost and accuracy are used to evaluate the performances. The experimental results in Table IV show that SDCA-GADMM can converge faster to reach the global consensus, and also reduce the total time cost compared with SDCA-ADMM in an acceptable accuracy loss.

### C. Evaluation of GADMM With Different Group Cases

To validate the performance of GADMM with different group cases divided by AGNES [34], we adopt five-fold cross-validation to evaluate the experimental results using the means of the number of outer iterations, total time costs and accuracies. The accuracies and relative total time costs on four large-scale datasets are shown in Fig. 3. As the number of groups increases, GADMM can improve accuracy with the gradual increase of the total time cost on all the datasets. The total time cost curves on datasets webspam, rcv1 and kdd2010 are approximately linear, while the curve on epsilon fluctuates slightly. The possible reason is that the feature density is 100%, and all the examples need to be trained in each inner iteration. Therefore, most of the total time cost on epsilon is taken on the slave nodes, and the tiny difference in the numbers of outer iterations makes the total time cost change greatly (one outer iteration includes 50 inner iterations). Also, the number of examples and dimension of a dataset also can affect the total time cost. Table V shows the classification results of GADMM with different group cases on four large-scale datasets. As the number of groups increases, the accuracies on all the datasets improve, while the number of outer iterations also increases. The total time cost is increased proportional to the number of outer iterations. Also, in Fig. 3(a) and Table V, we find that the improvement in accuracy gradually decreases as the number of groups increases. The suitable interval of group numbers based on the better improvement in accuracy is [3, 4, 5]. The experimental results with different group cases chosen by GADMM-L are in bold. The grouping results show that the L method can efficiently determine a suitable number of groups by finding the knee of an evaluation graph curve.

The experimental results also show that there is a trade-off between the total time cost and accuracy in dealing with large-scale datasets. In general, the total time cost is inversely proportional to classification accuracy. In this paper, we focus on improving the convergence speed and saving the total time cost, with an acceptable accuracy loss for the large-scale classification problem. To improve the reliability of the classification results, we statistically validate the superiority in the number of outer iterations and total time cost of GADMM compared with that of disADMM with different degrees of loss in classification accuracy. The paired \( t \)-test values of GADMM with disADMM are compared by two evaluation indices: the number of outer iterations and total time cost. Table VI shows GADMM can significantly reduce the number of outer iterations, and save the total time cost compared with disADMM on most large-scale datasets.

Moreover, several model similarity-based grouping methods are introduced and investigated to divide slave nodes into groups in different ways. The means of the number of outer iterations and accuracy with five-fold cross-validation are used to further validate the robustness of GADMM. The details of the comparison grouping methods are described as follows.

1) **GADMM-SL:** Single-linkage clustering is adopted to divide slave nodes into groups in GADMM.

2) **GADMM-AL:** The distance between two clusters is defined as the average distance between each point in one cluster to every point in the other cluster in Average-linkage clustering.
In the experiment, we typically divide slave nodes into three, four, and five groups, because the interval set, \( [3, 4, 5] \) is the suitable number of groups discussed in Section V-C, denoted as \( G_3, G_4, \) and \( G_5 \), respectively. The experimental results in Table VII show that although GADMM with different grouping methods may slightly affect the performance and time cost, GADMM can accelerate the convergence speed and reduce the number of outer iterations.

**D. Evaluation of GADMM With Different Optimization Methods**

To investigate the effect of using different optimization methods on the performance of GADMM, we compare two typical methods: 1) DCD and 2) trust region Newton method (TRON) [45] in GADMM with the same group cases using AGNES [34]. DCD is a dual-based method, which uses only low-order information to optimize the classification problem, while TRON is a primal-based method, which employs high-order information using Newton directions.

To improve the reliability of the classification results, we adopt five-fold cross-validation to evaluate the experimental results using the means of the number of outer iterations, total time cost, communication time cost and accuracy with variance, respectively. The results of GADMM compared with different optimization methods are shown in Table VIII. In the experiment, we also divide slave nodes into three, four, and five groups. The lowest means of the number of outer iterations and total time cost, and the highest mean of accuracy are in bold.

Table VIII shows that TRON can obtain a little better accuracy than that of DCD in GADMM. However, DCD can converge faster to reach the global consensus than TRON. Thus, a lower total time cost and communication time cost are needed in DCD than in TRON. In all experiments, the total time cost is the sum of the communication time cost and running time cost. In Table VIII, we find that the running time of DCD is much shorter than that of TRON in GADMM. The main reason is that the complexity per outer iteration of DCD is \( O(#nz) \), where \( #nz \) is the total number of nonzero values of training examples. The complexity per outer iteration of TRON is \( O(l#nz) \), where \( l \) is the number of the conjugate gradient iterations. TRON employs high-order information (e.g., the Hessian matrix) using Newton directions, and the Hessian matrix may be a huge \( d \times d \) matrix in handling large-scale datasets. Consequently, the time cost per step of TRON is more expensive. Thus, there are some difficulties in applying the Newton methods to solve the distributed classification problem on large-scale datasets, especially sparse datasets. Therefore, taking the time cost into account, we consider that the DCD is suitable to deal with the large-scale classification problem.

**VI. Conclusion**

In this paper, we propose the GADMM for the distributed linear classification task, for seeking faster convergence speed and better global consensus. GADMM casts a large-scale global problem into a number of medium size local sub-problems that can be solved by the DCD in parallel. In particular, the slave nodes that have similar local variables are divided into the same group by the model similarity-based grouping methods. In the group layer, the local variables are gathered to generate the group variables, and then the group variables are aggregated to update the global variable, and that process repeats until global convergence.

The theoretical analysis demonstrates that GADMM has an \( O(1/k) \) convergence rate and converges faster than the conventional distributed ADMM, where \( k \) is the number of outer iterations.

For performance evaluation, four publicly available benchmark LIBSVM datasets have been utilized to conduct the experiments for comparing different methods. The experimental results show that GADMM can reduce the number of outer iterations and improve the convergence speed compared with disADMM and SCDA-ADMM. Moreover, it is experimentally validated that GADMM can significantly reduce up to 30% of the total time cost, with less than 0.6% accuracy loss compared with disADMM on large-scale datasets.

Due to its relatively high convergence speed, GADMM is suitable for solving large-scale problems arising in statistics, machine learning, and in particular to distributed nonlinear classification. In our future work, we will further improve the time efficiency of distributed optimization and design advanced optimization strategies.

**APPENDIX A**

**Proof of Lemma 1:** The optimality conditions for \( \mathbf{w}^+ \) and \( \mathbf{z}^+ \) in (29) can be solved based on their differentiable property:

\[
\begin{align*}
\partial f(\mathbf{w}^+) + \lambda + \rho(\mathbf{w}^+ - \mathbf{z}) &= 0 \\
\partial g(\mathbf{z}^+) - \lambda - \rho(\mathbf{w}^+ - \mathbf{z}^+) &= 0.
\end{align*}
\]
Thus, based on the important identity of the conjugate of a convex function, it satisfies
\[
\lambda^2 = -\partial f(w^+) \iff w^+ = -\nabla f^*(\lambda^2)
\]
\[
\lambda^+ = \partial g(z^+) \iff z^+ = \nabla g^*(\lambda^+).
\]
Since Assumption 1 guarantees that both \(\nabla f^*(\lambda)\) and \(\nabla g^*(\lambda)\) are Lipschitz continuous. Define \(\alpha \geq \delta^{-1} \) and \(\beta \geq \delta^{-1} \), we choose a value of \(\rho\), which means that \(\rho^3 \leq (1/(\alpha \beta^2)) \). Thus
\[
\|\lambda^+ - \lambda^2\|^2 = \rho^2 \|z - z^+\|^2
\]
\[
= \rho^2 \|\nabla g^*(\lambda^+)-\nabla g^*(\lambda)\|^2
\]
\[
\leq \rho^2 \beta^2 \|\lambda^+ - \lambda\|^2.
\]
We now derive some estimates for \(f(\lambda)\) and \(g(\lambda)\)
\[
f^*(y) - f^*(\lambda^+) = f^*(y) - f^*(\lambda^2) + f^*(\lambda^2) - f^*(\lambda^+)
\]
\[
\geq (y - \lambda^+) \nabla f^*(\lambda^2) - \frac{\alpha}{2} \|\lambda^+ - \lambda\|^2
\]
\[
- (\lambda^+ - \lambda^2) \nabla f^*(\lambda^2)
\]
\[
\geq \nabla f^*(\lambda^2)(y - \lambda^+) - \frac{\alpha \rho^2 \beta^2}{2} \|\lambda^+ - \lambda\|^2
\]
\[
\geq \nabla f^*(\lambda^2)(y - \lambda^+) - \frac{1}{2\rho} \|\lambda^+ - \lambda\|^2.
\]
In the same way, it also has
\[
g^*(y) - g^*(\lambda^+) \geq (y - \lambda^+) \nabla g^*(\lambda^+).
\]
Since \(D(\lambda) = -f^*(\lambda) - g^*(\lambda)\), and thus
\[
D(\lambda^+) - D(y) = f^*(y) - f^*(\lambda^+) + g^*(y) - g^*(\lambda^+)
\]
\[
\geq \nabla f^*(\lambda^2)(y - \lambda^+) - \frac{1}{2\rho} \|\lambda^+ - \lambda\|^2
\]
\[
+ \nabla g^*(\lambda^+)(y - \lambda^+)
\]
\[
= (y - \lambda^+) \nabla f^*(\lambda^2) + \nabla g^*(\lambda^+)
\]
\[
- \frac{1}{2\rho} \|\lambda^+ - \lambda\|^2
\]
\[
= \frac{1}{\rho} (y - \lambda)(\lambda^+ - \lambda^2) + \frac{1}{2\rho} \|\lambda^+ - \lambda\|^2.
\]
We can find that the difference between \(D(\lambda^{k+1})\) and \(D(\lambda^*)\) is related to \(\lambda^k\), \(\lambda^{k+1}\), and \(\lambda^*\). Therefore, summing the differences between \(D(\lambda^k)\) and \(D(\lambda^*)\) over \(k = 1, 2, \ldots, n - 1\), it also satisfies
\[
2\rho \left( \sum_{k=1}^{n-1} D(\lambda^{k+1}) - (n-1)D(\lambda^*) \right)
\]
\[
\geq \|\lambda^* - \lambda^k\|^2 - \|\lambda^* - \lambda^{k+1}\|^2.
\]
In the same way, we set \(y = \lambda^k\) and \(\lambda^+ = \lambda^{k+1}\) in Lemma 1, the difference between \(D(\lambda^{k+1})\) and \(D(\lambda^k)\) is
\[
2\rho \left( D(\lambda^{k+1}) - D(\lambda^k) \right) \geq \|\lambda^k - \lambda^{k+1}\|^2.
\]
We multiply this estimate in (35) by \(k - 1\), and then sum this estimate in (35) over \(k = 1, 2, \ldots, n - 1\). Thus, the final result can be expressed as
\[
2\rho \left( (n-1)D(\lambda^n) - \sum_{k=1}^{n-1} D(\lambda^{k+1}) \right) \geq \sum_{k=1}^{n-1} k \|\lambda^k - \lambda^{k+1}\|^2.
\]
The telescoping sum on the left in (36) can be reduced to
\[
2\rho \left( (n-1)D(\lambda^n) - \sum_{k=1}^{n-1} D(\lambda^{k+1}) \right) \geq \sum_{k=1}^{n-1} k \|\lambda^k - \lambda^{k+1}\|^2.
\]
Then, we add this estimate in (35) and that in (37), and find the difference between \(D(\lambda^n)\) and \(D(\lambda^*)\) satisfies
\[
2\rho(n-1)(D(\lambda^n) - D(\lambda^*)) \geq \|\lambda^n - \lambda^1\|^2 - \|\lambda^n - \lambda^1\|^2
\]
\[
+ \sum_{k=1}^{n-1} k \|\lambda^k - \lambda^{k+1}\|^2.
\]
Therefore, the convergence bound in the \(k\)th iteration can be mathematically formulated as
\[
D(\lambda^n) - D(\lambda^k) \leq \frac{\|\lambda^* - \lambda^1\|^2 - \|\lambda^n - \lambda^1\|^2}{2\rho(k-1)}.
\]

\textbf{APPENDIX C}

\textit{Proof of Lemma 2:} In Section IV-B, function \(F(w)\) is defined as
\[
F(w) = f(w) + h(w)
\]
where \(h(w) = (\rho/2)\|w - z + u\|^2\). Function \(f(w)\) is the hinge loss function and a non-negative function. If there are only two slave nodes, \(S_a\) and \(S_b\), in a group, \(w_a\) is the average of \(w_a\) and \(w_b\). Since function \(f(w)\) is a convex function, it satisfies
\[
f(w_a) + f(w_b) \geq f(w_c).
\]
According to the update procedures in (16) and (19), when \(k = 2\), the difference is
\[
F(w_a^2) + F(w_b^2) - 2F(w_c^2)
\]
\[
\geq \frac{\rho}{2} \left( \sum_{i=1}^{k} w_a^2 - z^2 \right)^2 + \frac{\rho}{2} \left( \sum_{i=1}^{k} w_b^2 - z^2 \right)^2
\]
\[
- \rho \left( \sum_{i=1}^{k} (w_a^i + w_b^i) - \frac{z^2}{2} \right)^2
\]
\[
\geq \frac{\rho}{2} \left( \sum_{i=1}^{k} w_a^2 - z^2 \right)^2 + \frac{\rho}{2} \left( \sum_{i=1}^{k} w_b^2 - z^2 \right)^2
\]
\[
- \rho \left( \sum_{i=1}^{k} (w_a^i + w_b^i) - 4z^2 \right)^2
\]
\[
\geq 0.
\]
where \(z^2 = \sum_{i=1}^{k-1} z^i + z^{k-1}\). Moreover, if there are \(s\) slave nodes in a group, the difference in the \(k\)th iteration satisfies
\[
\sum_{j=1}^{s} F(w_j^k) - sF\left( \frac{1}{s} \sum_{j=1}^{s} w_j^k \right)
\]
\[
\geq \frac{\rho}{2} \sum_{j=1}^{s} \left( \sum_{i=1}^{k} w_j^2 - z^2 \right)^2
\]
\[
- \rho \sum_{j=1}^{s} \left( \sum_{i=1}^{k} w_j^2 - z^2 \right)^2
\]
\[
\geq 0.
\]
When slave nodes are divided into \(m\) groups, the difference is
\[
\sum_{j=1}^{n} F(w_j^k) - \sum_{j=1}^{m} n_j F\left( \frac{1}{n_j} \sum_{i \in S_j} w_i^k \right)
\]
\[
\geq \frac{\rho}{2} \sum_{j=1}^{m} \left( \sum_{i=1}^{k} w_j^2 - z^2 \right)^2
\]
\[
- \rho \sum_{j=1}^{m} \left( \sum_{i=1}^{k} w_j^2 - n_j z^2 \right)^2
\]
\[
\geq 0.
\]

In the distributed classification problem, the data is randomly split into \(n\) disjoint datasets, \(\beta_{i,j}\) the weight of slave node \(S_i\) in group \(G_j\), can be considered similar to those of other slave nodes in the same group. Therefore, the value of \(\beta_{i,j}\) can be regarded as the reciprocal of the number of slave nodes in group \(G_j\). The total loss satisfies
\[
\sum_{i=1}^{s} \beta_{i,j} |w_i^k| \leq sF\left( \frac{1}{s} \sum_{i=1}^{s} w_i^k \right).
\]

By the same analogy, when all the \(n\) slave nodes are divided into \(m\) groups in the distributed computing cluster, the difference in the \(k\)th iteration is
\[
\sum_{j=1}^{n} F(w_j^k) \geq \sum_{j=1}^{m} n_j F\left( \sum_{i \in S_j} \beta_{i,j} w_i^k \right).
\]

**APPENDIX D**

**Proof of Lemma 3:** Since function \(f_i(w_i)\) and \(g(z)\) are non-negative and convex functions, if there are \(s\) slave nodes in a group, in the \(k\)th iteration, it satisfies
\[
\sum_{j=1}^{s} f_i(w_j^k) \geq s f_i\left( \frac{1}{s} \sum_{j=1}^{s} w_j^k \right).
\]
Thus, if there are \(n\) slave nodes in \(m\) groups, based on the average value inequality, it still satisfies
\[
\sum_{j=1}^{s} f_i(w_j^k) \geq \sum_{j=1}^{m} n_j f_i\left( \sum_{i \in S_j} \beta_{i,j} w_i^k \right)
\]
where \(n_j\) is the number of slave nodes in group \(G_j\). Since global variable \(z^k+1\) is differentiable, thus it can be updated
\[
g(z^k+1) = g\left( \frac{\rho}{1 + n \rho} \sum_{j=1}^{m} (w_j^k + u_j^k) \right).
\]
According to the updating of the global variable of GADMM in (28), we can find that
\[
\sum_{j=1}^{m} \frac{n_j}{n} \left( w_{G_j}^{k+1} + u_{G_j}^{k+1} \right)
\]
\[
= \frac{m \rho}{n(1 + m \rho)} \sum_{j=1}^{m} \left( w_{G_j}^{k+1} + u_{G_j}^{k+1} \right)
\]
\[
\leq \frac{m \rho}{n(1 + m \rho)} \sum_{j=1}^{m} \left( w_{G_j}^{k+1} + u_{G_j}^{k+1} \right)
\]
\[
\leq \frac{m \rho}{n(1 + m \rho)} \sum_{i=1}^{n} \left( w_i^{k+1} + u_i^{k+1} \right).
\]
Moreover
\[
\frac{\rho}{1 + n \rho} \sum_{j=1}^{m} \frac{n_j}{n} \left( w_{G_j}^{k+1} + u_{G_j}^{k+1} \right) = \frac{\rho(n - m)}{n(1 + m \rho)(1 + n \rho)} \sum_{i=1}^{n} \left( w_i^{k+1} + u_i^{k+1} \right).
\]
where \( v_{i}^{k+1} = \sum_{j=1}^{n} (w_{ij}^{k+1} + u_{ij}^{k}) \). When \( m = n \), GADMM is the same as the conventional distributed ADMM, while \( m < n \), since \( g(\mathbf{z}) = (1/2)\|z\|^2 \), thus
\[
g \left( \frac{\rho}{1 + n\rho} v_{i}^{k+1} \right) \geq g \left( \frac{m\rho}{n(1 + m\rho)} v_{i}^{k+1} \right)
\]
\[
= \frac{m\rho}{n(1 + m\rho)} \left( \frac{v_{i}^{k+1}}{1 + m\rho} \right)^T \left( \frac{v_{i}^{k+1}}{1 + m\rho} \right) - \frac{m\rho v_{i}^{k+1}}{n(1 + m\rho)}
\]
\[
= \frac{\rho m(n - m)}{n^2(1 + m\rho)^2(1 + n\rho)} \| v_{i}^{k+1} \|^2.
\]
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