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1. Introduction

In this paper, we study the Cauchy problem for modified Camassa-Holm equations derived as the
Euler-Poincaré differential equation on the Bott-Virasoro group with respect to the H¥ metric, i.e.,
the Cauchy problem for

me +umy + 2u,m =0, withm= Ay = (I — af)ku, (1.1)

where k > 2 is a positive integer. This equation with k =0, 1 corresponds to the KdV equation and
the Camassa-Holm equation respectively.

In the study of shallow water waves, R. Camassa and D.D. Holm [4] derived in 1993 the following
partial differential equation (PDE),

(1= 82)ue +28cu - (I —32)u+u- (3 — 85 )u=0, (12)
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and intensively studied its properties: its complete integrability, its bi-Hamiltonian structure, infinite
conservation laws and the existence of peaked soliton solutions. For these reasons, this PDE is called
Camassa-Holm equation and considered as one of the most fascinating PDEs in mathematical physics.
Since the birth of this equation, many people have contributed to the well-posedness study on the
whole real line R or on the unit circle S: to mention a few, Arnold and Khesin [2], Constantin and
McKean [9], McKean [21], and the references therein. Local well-posedness for (1.2) was discussed by
Constantin [6], Constantin and Escher [7] for the initial data in HS(S), S = [0, 2] with s >4 and
s > 3 respectively, and by Misiotek [22] with s > 3/2. Local well-posedness in the non-periodic case
was proved for the initial data in H¥(R) with s > 3/2 by Li and Olver [19] and Rodriguez-Blanco [23].
Classical solutions can become singular in finite time if the initial momentum (I — 83)u changes
sign. The other related shallow water equations, such as the Benjamin-Ono equation, can be found
in [13,14], etc. It is worthwhile to mention that Xin and Zhang [24] proved the global existence of
the weak solution in the energy space H!(R) without any sign conditions on the initial value, and the
uniqueness of this weak solution is obtained under some restrictions on the solution [25].

The ideas introduced by Arnold [1] which view the Euler fluid equation as the geodesic equa-
tion on some diffeomorphism group lead to a completely new stage of development of the Euler
equation. Now the geodesic equations on Lie groups are called generalised Euler equations. Khesin and
Misiotek [18] proved that the Camassa-Holm equation is the equation of the geodesic flow associ-
ated to H!(S) metric on the diffeomorphism group Diff(S) of the unit circle S = [0, 27], which is the
Euler-Poincaré equation by using the Lagrangian associated with the H! metric for the fluid velocity,
i.e,, the Lagrangian as a function of the fluid velocity which is given by the quadratic form,

1
Iu) = 5 /(u2 +uf)dx.
The motivations of our study on (1.1) are as follows:

e Mathematically, KdV and Camassa-Holm have some significant differences in dynamics. For ex-
ample, the Camassa-Holm equation leads to blowup in finite time for some initial values and
admits smooth solutions for some other initials while for KdV [27] we have the global well-
posedness for all smooth enough initial values. So it is natural to ask how the dynamics of the
generalised Euler equations depends on the metric on the Lie algebra?

e D.D. Holm et al. [15] discussed the applications of the generalised Euler equations in the com-
putational anatomy and mentioned that a smoother kernel than the inverse of I — A is used
there. Mathematically, this means that we need to consider the dynamics of the generalised Euler
equations of H® metric other than H! as in the Camassa-Holm equation.

In this paper, we will first derive the modified Camassa-Holm equation with respect to the H¥
metric using the abstract theory on the generalised Euler equation, then study the local and global
well-posedness and weak solutions of the derived equations, some of which are quite different from
those of Camassa-Holm equation. More specifically, we derive Eq. (1.1) on the unit circle S in Sec-
tion 2. We study in Section 3 the well-posedness of the equation using Kato theory and then we
prove that the derived equation for k > 2 admits no finite time blowup solution.

The local well-posedness can be stated as (all theorems are stated for k = 2):

Theorem 1.1. Let k = 2, ug € H(S), s > 7/2. Then, there exist a T > 0 depending on |[ug||s, and a unique
solution

ueC([0, T, H5(S)) N ([0, T, HS(S))
satisfying (1.1). Moreover, the map ug € H* — u € C([0, T], H%(S)) is continuous.

The global well-posedness can be stated in terms of the momentum m(= A%u):



R. McLachlan, X. Zhang / ]. Differential Equations 246 (2009) 3241-3259 3243

Theorem 1.2. Suppose k > 2 in (1.1). If the initial value m(0, x) € L*>(S), then there is a unique solution
m(t, x) € L?(S) for any finite time t > 0, and there exists a constant Co depending only on the norm of initial
values u such that

Cot
Imll2 < e~ |imoll 2. (1.3)

This is quite different from that of Camassa-Holm equation, because we know that for Camassa-
Holm equation, even some very smooth initial values may lead to the finite time blowup solution, i.e.,
the momentum may blow up to oo in finite time.

Theorem 1.3. Suppose k = 2, ug € H(S), s > 7/2, then Eq. (1.1) admits a unique solution in C([0, +0c0),
HS(S)) N C1([0, +00), HS~1(S)) if the initial momentum mg > 0.

In Section 4, we enlarge the space of solutions to include the Dirac § momentum and prove the
existence and uniqueness of weak solution u € H(S) for an initial positive Radon measure momen-
tum mg:

Theorem 1.4. Let ug € HZ(S), where mg = (I — 8,%)2u0 is a positive Radon measure on S. Then there exists
a unique global weak solution u € C([0, 00); H2(S)) of (1.1) and such that m = A*u is a positive Radon
measure on S whose total variation on S is uniformly bounded for t > 0. Moreover we have

/u dx= / up dx, /(u2 +2u +ud)dx= /(u(z, +2ud, + ud,,) dx. (1.4)
s s s s

Most of the notations in this paper are standard in the PDE field and can be found, e.g., in [12]
and [28]. B(X,Y) denotes the space of all bounded linear operators from a Banach space X to a
Banach space Y (B(X) if X=Y); D=9 =8y = L; AS=(I—32)/?, s € R; the standard Sobolev space
HS = H5(S) on the unit circle S with norm || - ||gs = || - ||s and (,)s for its inner product; H=5(S) =
(H3(S))* the dual space of H5(S), H® = ﬂ5>0 HS; [A, Bl = AB — BA denotes the commutator of two
linear operators A and B. [A, f]g = A(fg) — f Ag for functions f, g.

2. Derivation of the equations

We will use the following fundamental result about the geodesic flows on Lie groups to derive the
PDE (1.1).

Proposition 2.1. Let G be a (possibly infinite-dimensional) Lie group equipped with a metric (-,-) which is
invariant under the right translations Rg : G — G, Rg(h) =h - g. A curve t — y (t) in G is a geodesic of this
metric if and only if u(t) = dy, Ryt—l y (t) satisfies

d *
au(t) = fadu(t)u(t), (2.1)

where ad;; is the adjoint of ad, with respect to the metric (-,-), that is for any u, v and w € TG,
(adjv, w), = (v, [u, w]),. (2.2)

The proof of this proposition can be found in [2] or [20].
We need to introduce some notions on the Bott-Virasoro group before we derive the equations.
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2.1. Bott-Virasoro group

Let DS(S) be the group of orientation preserving Sobolev H® diffeomorphisms of the unit circle S,
and let Vect’(S) = T.D5(S) be the corresponding Lie algebra. We assume s to be large enough so that
all our formal calculations can be rigorously justified.

The Bott-Virasoro group D*(S) is the non-trivial central extension of DS(S) which is defined as
follows: the set

DY(S)=D*(S) xR
and the group operation is defined by Bott [3]

ﬁ0§‘=(noé,a+ﬁ+/log8x(no§)dlog8x$>, (2.3)

S

where 7 = (1, @), £ = (£, B) with ,£ € D’(S) and «, B € R.

The corresponding Virasoro algebra V/EE(S) is the tangent space of fs(S) at the identity which
is the non-trivial extension of Vect(S), the tangent space of D°(S) at the identity of D%(S). The
commutator in the Lie algebra is given by [2]

[V, W] = —<(vaxw — Waxv)%, c(v, W)>, (2.4)

where c(v, w) = [vagwdx, V= (v ,a), W= (wk, b) witha,beR and vZ, wi e T.D5S).

2.2. Derivation of the equations

In order to derive Eq. (1.1), according to Proposition 2.1, the key point we need to find is the
expression of ad*.
Take U= @, a),V=w2, b, W= w2, c)e Vect’S), and define the H* inner product on

o X’ ax’ ax’
Vect*(S) by
, V)Hk =/A"u - Akvdx + ab, (2.5)
S

where A= (I — 83)%, then we find ad% by direct calculations

(ad5V, W), = (V. adgW) i = (V. [U, W),
=(V,UuxW —uwy)yk — b - c(u, w)
= (Az"v, UxW — UWy),2 —b - c(u, w)

= (g+bdju, w), = (A" (g +bdu), W) (2.6)

where g =2u,A%v 4+ uaZv,. So

~ 0
adzV = (A*Z"(ZuxAz"v +uAZy, + ba’?u)&’ 0), (2.7)
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The group Z’D;S(S) is a right-invariant group, so by Proposition 2.1, the generalised Euler equation
%U = —ad*ﬁU on the Virasoro group gives us

daZky da
o =~ wATutuau +adtu), =0, (2:8)
which is (1.1) for m = A%y if we take a =0.
Remark. We can put Eq. (2.8) in the Hamiltonian form:
§H 1
m; = —(moy + dum + aaf)%, with H = 3 / umdx. (2.9)

The KdV equation and the CH equation can be also put into this form (2.9) but with m =u and
m=(1-— Bf)u respectively. On the other hand, we know that the KdV equation can be expressed as

SH . 1 1
Me = — 0y 6m1 . withm=u, Hi = 5/(§u3 - au,zc) dx, (2.10)

and the Camassa-Holm equation
8H 1
me = —d(1 — af)s—ml, with Hy = > /(u(u2 +u}) —au}) dx. (2.11)

These equations give the second Hamiltonian structure for the KdV and CH equations respectively,
where the term “bi-Hamiltonian structure” in some literature comes from, and the bi-Hamiltonian
structure leads to the integrability of the equations and gives infinite conserved quantities for KdV
and CH. Another interesting point is that they yield a constant Poisson structure C = dy, dx(1 — 83)
for KdV and CH, which is very much likely no longer true for the general k > 1 case.

3. Well-posedness

The a-term in (2.8) does not make much difference in the well-posedness study, so in this paper
we focus on the limiting a = 0 case. The details in dealing with the general a # 0 case can be found
in [26]. In this section, we will first use the Kato theory to establish the local well-posedness for (1.1),
then we will prove the global well-posedness.

Theorem 3.1. Let k = 2, ug € H*(S), s > 2k — % =7/2. Then, there exist a T > 0 depending on ||uglls, and a
unique solution u satisfying (1.1) such that

ueC([0, T1, H5(S)) n ([0, T1, H(S)).
Moreover, the map ug € HS — u € C([0, T], H%(S)) is continuous.

Remark. We state the theorem and give a proof for k =2 only, but they are all valid for the general
k > 2 case. The proof of this theorem consists of verifications of the conditions in Kato’s Theorem [16]
one by one, which we decompose as a series of lemmas.

We can rewrite (1.1) for k =2 in two ways:

{mt:—umx—Zmux, xeS, teR, (3.1)

m(x, 0) = mo(x) = A*ug(x),
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where m = A%u = (I — 92)2u, AS = (I — 82)3. Or

up = —uty — HAH(w? +2u2 — 3uZ, — 5uxd3u), xe€S, tekR, (32)
u(x, 0) = up(x). ’
If we denote A(u) = udy, f=—dA4W?+2u2 — 3u2, — 5uxd3u), then (3.2) has the form:
M L Ay = X, t>0
(C) { g + (u)u - f(u) S ) t/ 3 (33)
u@@)=upeY.

We will verify that all conditions in Kato’s Theorem [16] are satisfied, i.e., we need the following
lemmas:

Lemma 3.2. The operator A(u) = udy, withu € H%, s > % belongs to G(H*~1, 1, B) for some 8 > 0.
Lemma 3.3. B(u) =[A, ud]A~ € B(H 1) foru e H, s > 3/2.
Lemma 3.4. For u € H%(S) with s > 3/2,

(@) H CcDdy) ={f e H 11 udef e H 1}, 5 > 3/2;
(b) udy € B(HS, H1), s > 3/2;
(€) Nludx — voxllgps ps—1y < Cllu — vils—1.

The proof of these three lemmas can be found, e.g., in [23].

In order to verify the condition (f7) in [16] on the f-term, we need the following lemma on the
estimate of product of two functions:

Lemma 3.5. For any two functions f, g defined on S, we have

@) Ifglue <CIfluellglye fort > 5

(d) I fglne < Cllfllrligllpe fort < 0;

(©) &l < Clfllyenrzllgllyerz for0 <t < 3;

(d) I fglne < CAflloeligllae + gleoe | f Il ge) for t > 05
(@) Ifglu < CAfllweeeligllz + glpell flliee) for t 2> 0.

Proof. (a) is the consequence of the fact that H' is a Banach algebra for t > %
(b) For t <0, and any h € H7(S), we have

L/ fghdx

< ||f||Loo/|gh|dx

Sl gl e llrl -, (34)

from which (b) follows.
(c) It is obvious.
(d) This estimate is from [17].
(e) Similar arguments as in [17] yield (e). O

Lemma 3.6. Let f(u) = — 9, A~4(u? + 2u2 — 3u2, — 5uxd3u), s > 7/2, then

(@) If ) = fFW)lIgs—1 < Cllu = vilgs—1;
() 1f ) = fWMls < Cllu—vls.
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Proof. (a) We need only to verify that

<Cllu = vils—1,
s—1

5 5
axA“‘(Eu,%X + 5uydu — Evfx - vaa,?u)

for the corresponding inequality for the rest terms is easier to verify.

|ox A= (w2, = v2) |, < Cla2w+vaZw—v)|,_,

< max{| 2@+ v)],_,.

o (u+ )| 20 8% + V)||s—7/2}

-max{ |97 =) _,.

32w —v) Hs—7/2} (by Lemma 3.5)

<Cllu —vils—3/2 < Cllu — vlls-1,

[ox A~ (uxddu — vid3v) Iy < Cluxddu — viddv (-
= Clluxd3u — uxd3 v + uxdgv — v,(a,f’ka4
< Cllux(83u = 83v) 5y + [ ux = via3 v,y (3:5)

We estimate these two terms separately. If s —4 > 1 or —% <s—4<0, we can easily get from

Lemma 3.5 that ’
Jux(83u — 33 v) [,y < CJl 35w — V) ysma < Cllu = V]ls—1. (3.6)
fO0<s—4< % we have to use Lemma 3.5 to get
Juxdd @ —v)| gs—a < Clluxllz |83 W — ) | ysoa + luxllws-a00 |85 @ = V)| 2)

S C(lullwree llu = viigs + lullys-s.oo llu = vilys)

< Cllullgsllu — v|ys—1  because s —4 > 0. 3.7)

Similarly, we can estimate the other term in (3.5). Here we just write out the formula for the case
0<s—4< 1,

[ x = vi0gv [ ys-s < Clux = vills—a| 32V oo + 327 [ _gllux = villie)
SCvinsliu = viiygs—1. (3.8)
Adding up all the above estimates yields
|f @) = F)| ysor < Cllu = vilys—1. (3.9)
(b) Similar argument as in (a).
A= (ui = vi) | < Cllax @+ magw—wl

<Clla2+v)|,_4]82 —v)|,_5 < Cllu+vils—1llu — viis—q

<Cllu—vlis,
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I = vs20), <l — sl
= C|luxd3u — uxd3 v + uxdz v — vadz v ;5
< Cllufls—2llu = viis + Cllviislux — valls—2
< Cllu—vls,

here we have used the fact that H® is a Banach algebra for s > 1/2. O

Proof of Theorem 3.1. Now Theorem 3.1 is just a direct consequence of Kato’s Theorem with Y =
HS(S), X = H~1(S) and the above lemmas. O

Theorem 3.7. If Theorem 3.1 yields the maximal time interval of existence is [0, T), then we have T = 400 or

lim [u(®)| s =400 ifT <oo. (3.10)
t—>T—

Proof. From Theorem 3.1, we have T = +o0 or

tl_i)rpf(”u(t) I s + [ue@®] jysoi) =+o00 i T < 0. (3.11)

On the other hand, we have from the proof of Theorem 3.1 and Eq. (3.2) that
[ue@®) ] yso1 < Clu@® s (3.12)
which yields what we want. O

Based on the local well-posedness, some conservation laws can be established. In the following
theorem, we assume that the solutions are smooth enough that all the calculations can be done
rigorously.

Theorem 3.8. Let u(x, t) be the solution to (1.1) with ug € H*®, and mg = (1 — 82)?uy, then in the time
interval of existence of u, we have the following conserved quantities:

h:/m:/m (313)

I = / um= /(u2 +2uf +ul). (314)

Proof. Integrating directly Eq. (1.1), we have the first conserved quantity. We can exploit Egs. (3.1)
and (3.2) to verify that

dI
-2 :‘/u[mdx—l—/umtdx:o.
dt

Geometrically, the fact that I, is conserved just means that velocity vector of the geodesic curve has
a constant length along the geodesics. O

The Camassa-Holm equation (1.2) can reach a singularity in a finite time if mg = (I — Bf)uo changes
sign. However, this cannot happen for the modified equation (1.1) by our following theorem.

There are two unknowns u and m in (1.1) related by m = A%, and here we choose to state the
result in terms of m just for simplifying the statement.
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Theorem 3.9. Suppose k > 2 in (1.1). If the initial value m(0, x) € L*(S), then m(t, x) € L?(S) for any finite
time t > 0, and there exists a constant Coy depending only on the norm of initial value ug such that

Imll2 < e fimoll2. (3.15)

Proof. We prove Theorem 3.9 for sufficiently smooth function m and the general case mg € L? follows
by a standard density argument. Multiplying (1.1) by m and integrating over S, we have

1d 2 2 3
5&”’"”9 +2 [ uym®+ [ ummy=a | moyu. (3.16)
Clearly, [ mdju = [33uA®u=0.So

d
allmllfz = —3/m2ux, (317)
from which
d 2 2
allmlle < 3lluxll e lIml| 72 (3.18)

On the other hand, I, = fs umdx is a conserved quantity for (1.1), i.e.
d 2 d 2
Z a ||8,’<u(t, 0|2 = ch [ aku(0,x) |72 (3.19)

1=0 =0

with some positive constants depending on k and [. So from the Sobolev embedding theorem and
k > 2 we have

luxllLee < Clluxxll;2 < Co, (3.20)

where Cg is a constant depending only on the initial condition. The Gronwall inequality and (3.18)
yield

Iml2 <e“moll. O (3.21)

Lemma 3.10. Let u(x, t) be the solution to (1.1) with ug € H*, and suppose that mg = (1 — af)zuo >0
(or <0), thenm=(1— 83)2u > 0 (respectively < 0), moreover, if m > 0, then

/m”zdx:/mé/zdx.
S S

Proof. The proof of Lemma 3.3 in [7] applies here with little change, and we omit it. O

Remark. From the proof of Lemma 3.3 in [7], we can find that the essential part in the proof is the
equation m; = —2umy — uym and the conservation of [(u? 4 2u2? + u2,) (which is [um). The exact
relation between m and u does not really matter as long as [ |ux| can be controlled by [ um.

Lemma 3.11. Let ug € H%(S), s > 7/2 and mp = (1 — 32)?ug > 0 (or < 0), then 3K > 0 such that
[ty [l 100 < K.
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Proof. At first, we assume that ug € H*, u solves (1.1), then it is easy to show that |\u||i2 +2||ux||f2 +
||u,<,(||f2 is conserved as long as u exists as a solution to (1.1). From Lemma 3.10, we have m = A%u >0
(or <0). Let xg € S satisfy uyxx(xo) =0, then Vy € S, we have

y y y
uxxx(y)zfafudx=/(u—283u+8;1u) dx—/(u—za,%u)dx

X0 X0 X0

g/mdx‘F lullpr + 2fluxell 1 =/modx+ lullpr + 2luxxll 1

S S
</modx+ lull 2 + 2C uxll 2 < K, (3.22)
S

where K depends on mg and ||ug||y2. Similarly, if we identify xo and xo 4+ 27 in S with xg <y <
Xo + 2m, then we have

Xo+21
—Uxxx (¥) = / B;‘udxgk.
y

So far we have proved the lemma for up € H*. A standard approximation can give the proof for
ug € H¥(S), s>7/2. O

Theorem 3.12. Suppose k = 2, ug € H5(S), s > 7/2, then Eq. (1.1) with a = 0 admits a unique solution in
C([0, 400), H5(S)) N C1([0, +00), HS~1(S)) if the initial momentum mg > 0.

This theorem holds also valid for k > 2 as long as ug € H*(S) with s > 2k — % In order to prove
Theorem 3.12, we need the following lemma:

Lemma 3.13. Assume the conditions in Theorem 3.12 hold true, then ||u(t)| gs is finite forany 0 < t < oc.

5

Proof. Applying AS to u; = —uuy — f(u), where f(u)=dxA~4w?+2u? — 3u, — 5u,d3u —adu), and

multiplying by A%u and then integrating over S, we get

d
e 5 = =20, uus + (u, FW). (3.23)
By the Kato-Ponce inequality [17], we have
|(u, utte)s| < Colluxllgllull?. (3.24)

The Cauchy inequality gives

|(u, Fa)),| < llulls|| f ) (3.25)

o
and

5
u? + 2u,2( — —u,z(x — 5uX8;j’u — aafu

lrwl, <c :

Hs—3

< C(”u2H573 + ”u)2< H573 + Hu)2<X “573 + Hux83u|‘s—3 + ”uHHS)
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< C(lullzelltlls—s + etz uxlls—3 + txell e Nt lls—3
3 3
+ x| 83u |,y + |90 o itxlls—3 + Nl s

< Cliulls, (3.26)

where we used again the Kato-Ponce inequality [17] and Lemma 3.11. So we have
d 2 2
a\lulls < Cllulls, (3.27)

and so the Gronwall’s inequality completes the proof of the lemma. 0O

Proof of Theorem 3.12. Theorem 3.12 is a direct consequence of Theorem 3.7 and Lemma 3.13
above. O

4. Weak solutions

The previous well-posedness results assume s > 2k — 1, which excludes the case m = §, the Dirac
§ function. But we know that the § function plays a very important role in the study of (generalised)
Euler equations: both the point vortex in the Euler fluid equation and the peakon solution in the
Camassa-Holm equation correspond to the § momentum (or vortex). So in this section, we will study
the weak solutions of the modified Camassa-Holm equation (1.1), among which is the § momentum
solution.

Eq. (3.2) can be rewritten as

ur+ F(u)xy=0, xe€S8§, teR, (41)
u(x,0) = up(x), ’
where
1 5
F(u) = 5uz + A (uz +2u? — Euﬁx - SuXa,?u)
1 5
= Eu2 +474 <u2 +2u? + Eu,%x) — 50, A (Uxlixy). (4.2)

Definition 4.1. Let ug € H2(S). A function u : [0, +00) x S — R is called a global weak solution to (4.1)
if u € C([0, 00); H?) and VT > 0, we have

T

//(ugot + F(u)gpx) dxdt + / up()@(0,x)dx =0, Ve eC'<([0,T) x §), (4.3)
s 3

o

where C1-€([0, T) x S) is the set of all first order smooth functions with compact support in [0, T) x S.

Theorem 4.2. Let ug € H%(S), where mg = (I — a§)2u0 is a positive Radon measure on S. Then there exists a
unique global weak solution u € C([0, 00); H2(S)) of (1.1) with k = 2, a = 0 such that m = A*u is a positive
Radon measure on S whose total variation on S is uniformly bounded for t > 0. Moreover we have

/ udx= / ug dx, /(u2 +2u2 +ud)dx= /(u% +2ud, +ud,,) dx. (4.4)
s s s s
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Proof. Let 6 = ||mg||aq = |lup — 23fuo + 3,‘}u0||M be the total variation of the Radon measure my,
then by Lemma 5.2 in [8], there exist positive functions m{ € C*°(S) such that [|mfjll;1 < C for a

constant C depending on 6 but independent of n, and mj — mg in D’(S). If we denote uj = AZ4m3,
then m} = u) — 292u} + duf and

I e = [ 1B + 20l + < | [ -
S S

< Imll i ugl e < Clmoll i ug] 1 (4.5)

which implies that

[l = [ 1”2l + s e < |y < € )

S
for some constant dependent on 6. Then by Theorems 3.9 and 3.12 for the smooth initial value ug(x)
there exists a unique solution u" € C([0, 00); H®) N C1([0, 0o); HS™1) to (4.1). We are going to use
Arzela-Ascoli Theorem to prove {u"} has a subsequence which is convergent in some sense. If we
denote m" =u" — 232u" + 3u™, then
[0 © o = [ < C and [ @)1 = o], < €
because m" > 0, where C is a constant independent of n. So
o™ <+ 25" |+ Im" @]y < €

and

[a3u" 1 <C, with C independent of n.

So {u"(t)} is a compact set in H%(S) for any t > 0. On the other hand, ||dst”||H2 = ||[F(u™)x|ly2 can be
estimated as follows:

1@ Tl = 20" < Sl o + k] + "] 2)

< Cllogu"] 2 < Cllogu e < € (47)

<C

5
, v2 + 2v,2( — zv)%x - 5Vx3)?v
H

5
ATt (vz +2v2 - Ev,zm - 5vxax3v>

H—l
<C ifv=u". (4.8)

So ||%||H2 = ||F(u™x|ly2 < C with C independent of t and n. Therefore Arzela-Ascoli Theorem tells
us that {u"(t)}a>1 C C([0, 00); H?) is a compact subset. So we have u € C([0, 00); H?) and nj — oo
such that

u™ —u in C([0, c0); HZ),

with
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[u@®) —u(s)| 2 <Clt—s|. Vt,s>0,

u(0) =uop.
Taking n, — oo in
T
// "kgot—}—F ”k)gox)dxdt+/u3"(x)<p(0,x)dx=0, VgoeCl'C([O, T)><S), (4.9)
0 S S

yields that u € C([0, o0); H?) is the weak solution to (4.1).
From the proof above, we can easily get the conserved quantities and that the total variation
|Im(t, -)| A of the limit measure m satisfies

Im@. )| g < Im" @1 = [mo© ] < €
Uniqueness. Now we are proving the uniqueness of the solution. Here we just sketch the proof, and

a rigorous argument can be realised by a standard mollification method. Let G(x) be the Green’s
function for the operator A% = (I — 32)? acting on H*(S), then from

o0
(1-207+0))G=8x)= Y "™ (4.10)
n=—oo
we have
o0

1 inx
c®= Z T+ 2n2 1 nd°
o0

n=—

o0
1
=1+2;mcos(nx), xeS. (4.11)

Obviously, for any 0 < & < 1, G(x) € C¥t¢(S). Moreover, we have
Lemma 4.3.
3G e L(S).

Proof. We know from Abel’s criterion that

0 3

n .
—  _sin(nx
;1+2n2+n4 ()

converges for any x € S, and uniformly converges in any [«, 8] C (0,27) if 0 <o < 8 < 2m. That
means the Fourier series

3

n
2y ——— sin(nx
,;1+2n2+n4 ()
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converges to 33G:

o0 3
n
3Gx) =2 ———— sin(nx). 412
2G(x) §1+2n2+n4 (nx) (412)
On the other hand, we know
> sin(nx) 7w X
> =—<1——> for 0 < x < 27, (413)
n 2 T

n=1
and if we denote g(x) for this function, then
o0

Z 1—L sin(nx)
n 142n24nt

n=1

lgx) — 26| = (4.14)

which converges uniformly to a bounded function on S. So we have
BGel™s). o

Suppose now u, v € C([0, 0o); H%) are two solutions of (3.2), i.e., they both solve the equation

5
U = —Uly — BXA_4(u2 + 2u§ — §”>2<x — 5ux83u), xeS, tekR,

(415)
u(x,0) = ugp(x).
Or equivalently,
2 2 99 3
ur = —utly — Gy * [ u” + 2uy — Euxx —5Suxdyu), xeS, tekR, (416)
u(x, 0) = uo(x),
here x stands for the convolution. Denote
Mzsgp{HA"uHM—{— [A%v ]\ ) < oo (417)
>0
then for all (x,t) € S x R4, we have
u@x. )] ;0 = IG xml| < |Gl [m[ g < CM,
[ux(®.0)] ;0 = IGx % M| < CM,
“uXX(Xa t)HL:x: = [|Gxx xm|lLe < CM,
H Uxxx (X, t)HLoo = ||Gxxx xM|lre < CM, (4.18)
and same estimates hold true for v as well.
Let w=u—v and A(u) = u? +2u2 — 3u2, — 5uxd;u, then
We = —uwy — Wvyx — Gy * (A(u) — A(v)), x€S, t>0, (419)
Wli=0 =0, x€S8,
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SO

d
a/lwldx:/wtsgnw
S

S

—UWxSgNW — WVyxsgnw — Gy * (A(u) — A(v)) sgnw, (4.20)

d
a/|wx|dX:/Wxthan
S S
:/_[Wx(ux+vx)+uwxx+WVxx] sgn Wx_Gxx*(A(u) _A(V)) SgN Wy, (4.21)

d f|w |dx—/w sgnw
a XX = xxt SEN Wy
S S

=— /[w,‘,{(Zu,< + vx) + Wx(Qvxx + Uxx) + uafw + wafv] SgN Wxx
— / Gxxx * (A(u) — A(V)) sgn Wi. (4.22)

Using the estimates (4.18) for u, v, we have

CM(/|w|+|wx|>,
(f 11 1w+ ),
(

[ wai+ |wxx|). (423)
On the other hand, A(u) — A(v) = w(u + v) + 2wx(ux + Vx) — 3 Wi (lixx + Vi) — SUxd3W — 5Swxdsv —
aafw, and integration by parts gives us

‘/—uwxsgnw—wvxsgnw <
‘/[Wx(ux+vx)+uwxx+wvxx] sgnwy| < CM
<

M

‘/[Wxx(zux + V) + Wx Qv + uxx)] SEN Wxx

Gx * (uxa;?w) = Gxx * (UxWxx) — Gy * (UxxWxx),

Gxx * (uxa;?w) = Gxxx * (UxWxx) — Gxx * (UxxWix), (4.24)

which enables us to estimate
'/Gx*(Aw)—A(v))sgnw' <CM</|w|+\wx\+|wxx|),

V Gxx * (A(u) — A(v)) sgn wy

<CM</|WI+\WX\+|WXXI>. (4.25)

The other terms in (4.22) can be estimated as follows:

d
/uafwsgnwxx:/ua|wxx|dx:—/|wxx|uxdx, (4.26)
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SO

‘/ ua,?w SgN Wy

<M / Wal. (427)

It is easy to see
Vwa,?vsgnwxxl < ||33v|\Lw/|w|<Mf\w|. (4.28)

In order to estimate foxx * (A(u) — A(v)) sgn wyy, we need only estimate foxx * (uxagw) because
the other terms can be estimated in the same way as the above terms. Again, the integration by parts
yields

Gxxx (Uxafw) = Gxxx * (UxWxx) — Gxxx * (UxxWx)
= Gxx * (UxWxx) — G * (UxWxx) + UxWxx — Gyxx * (UxxWxx), (4.29)
here, we have used the definition of G, which gives us
Guxxx * [ —2Gxxx f+Gx f=f.

Now it is clear that
‘/Gm* (uxafw)‘ <CM/|WXX|. (4.30)

Taking all the above estimates in account, we have

a (|W|+|Wx|+|Wxx|)dX<CM/(|W|+|Wx|+|Wxx|)dX7 (4.31)

S S

and so the Gronwall’s inequality yields w = 0. This completes the proof of Theorem 4.2. O
5. Some remarks
5.1. The whole real line case

We have discussed the well-posedness of Eq. (1.1) on the periodic case. Actually, some of the above
results hold true with A% = (1 — 82)¥ on the whole real line case:

m; + 2uym+umy=0 on R, with m=(1— 8f)ku. (5.1)

More specifically, the local well-posedness Theorem 3.1 holds true if ug € L'(R) N H¥(R), combining
our arguments here and those estimates established for (1 — 8,%) in [23]. Theorem 3.9 with mg € L%(R)
and ug € L' (R) N HS(R) holds true. Using Lemma 5.1 we will prove on the next page, we can prove
that Theorem 3.12 holds true for (5.1) if we suppose mp > 0 and ug € L'(R) N HS(R) with some
s > 2k — 1. Theorem 4.2 holds true for (5.1) if ug € HS(R) N L'(R) with mo = (1 — 32)?uq a positive
Radon measure.

In the case of R, we can prove

(a) G(x) >0 (x e R) for the fundamental solution G(x) of the operator (1 — 83)" on R;
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(b) 182~1G| 100 < 003
(c) An analogous lemma to Lemma 3.11.

In fact, the Green’s function of A% on R, k > 1, is given by
1
G(x) = ﬁ(1 + X (%2 4 (x e (5.2)

so the items (a) and (b) are obvious. We just prove a lemma analogous to Lemma 3.11 (take k=2 as
an example).

Lemma 5.1. Let ug € H*(R), s > 7/2, mp = (1 — 32)?ug > 0 (or < 0) smooth enough and ug € L' (R), then
3K > 0 such that ||uxxx|l1e < K.

Proof. From the assumption mg = (1 — 83)2u0 >0, we can prove that m(x, t) > 0 for any t > 0 using
a similar argument to that of Lemma 3.10, so we have u = G xm > 0 because G(x) > 0. From (5.1), we
have

Juce. ||L1(R) =|m. ) ||L1(R) = [moc, ')”Ll(]R)’ (53)
and the conservation law
/ um = /(uz +2u2 +ud)dx= /(u% +2ud, +ud,,) dx, (5.4)
R R
which implies
luxllze < C (5.5)

by the Sobolev embedding theorem.
On the other hand, because m > 0, u > 0, we have

X X
0< / mdx = / (u—202u + dgu) dx < Jlullr — 2uy + B3u, (5.6)
—00 —00
X
lullpr = Imlip > / (u —282u + dgu) dx > —2ux + du, (5.7)
—00
which implies
[2ux — u| oo < llull1- (5.8)

So combining Eqgs. (5.5) and (5.8), we have
logul,~ <C (5.9)

with a constant C depending only on the L! norm and H? norm of the initial ug. O
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Fig. 1. The evolution of Gaussian initial value.

5.2. Numerical simulations and solitons

Our results in this paper tell us that the modified Camassa-Holm equation with k > 2 does not
have finite time blowup solutions. Our numerical simulation, however, strongly suggests that some
initial values evolve into a § momentum as t — oo, which we call weak blowup to form a soliton.
See Fig. 1 for the evolution of the Gaussian initial value mg. One can see that maximum value of the
solution m increases almost linearly in t.

This is very interesting because (a) the soliton is formed at t = co and (b) we do not know if the
PDE (1.1) is completely integrable, actually we tend to believe the PDE is not integrable with some
strong support from our numerical experiments: we have studied in [26] the Lyapunov exponents of
a four particle systems corresponding to (1.1), and the numerical result shows that there is at most
one positive Lyapunov exponent, which indicates that the PDE is not integrable and there is much
likely another conserved quantity in addition to [u and [um although we have not yet found any
proper candidate for that at the moment. The stability of peakons for Camassa-Holm equation was
demonstrated in [5] and studied in [10,11] with the help of the first three conserved quantities of
Camassa-Holm equation. It seems that the solitons for generalised Camassa-Holm equations are also
stable, although we have found only two conserved quantities. We will analyse the formation of the
soliton out from (1.1) in a forthcoming paper.
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