Discriminative deep multi-task learning for facial expression recognition
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ABSTRACT

Deep multi-task learning (DMTL) is an efficient machine learning technique that has been widely utilized for facial expression recognition. However, current deep multi-task learning methods typically only consider the information of class labels, while ignoring the local information of sample spatial distribution. In this paper, we propose a discriminative DMTL (DDMTL) facial expression recognition method, which overcomes the above shortcomings by considering both the class label information and the samples’ local spatial distribution information simultaneously. We further design a siamese network to evaluate the local spatial distribution through an adaptive reweighting module, utilizing the class label information with different confidences. In addition, by taking the advantage of the provided local distribution information of samples, DDMTL is able to achieve acceptable results even if the number of training samples is small. We implement experiments on three facial expression datasets. The experimental results demonstrate that DDMTL is superior to the state-of-the-art methods.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

Facial expression recognition is a challenging task in computer vision [1,22,46,47]. In [15], Ekman developed the first facial expression recognition system, named the Facial Action Coding System. Since then, many machine learning techniques, such as scale-invariant feature transform (SIFT) [3], histograms of oriented gradients (HOG) [13], local binary patterns (LBP) [33], and local Gabor binary patterns (LGBP) [49], were introduced to facial expression recognition. These facial expression recognition methods achieved acceptable performances in processing small training sets. However, the generalization ability of these methods is limited. In other words, these methods were not easily adjusted to recognize new facial expressions.

Recently, some deep neural networks were developed for image processing [11,34,40,42,46] and facial expression recognition [18,36,37], such as Convolutional Neural Networks (CNNs). Since the convolution and pooling layers of a CNN are capable of extracting multi-level features from facial images, these CNN-based methods have obtained acceptable performance for facial expression recognition when the sample is adequate. However, these methods are incapable of making full use of the information in facial images. To address this issue, some methods [9,16,21,24,32] have been subsequently developed for
facial expression recognition. However, due to the subtlety and complexity of human facial expressions, these methods do not perform well under real-world conditions.

More recently, deep learning based multi-task learning, named deep multi-task learning (DMTL), is utilized to address the above issue in facial expression recognition. Multi-task learning [8] is a machine learning paradigm, which leverages valuable information contained in multiple correlated tasks to improve all correlated tasks’ performance. DMTL is to operate multi-task learning in deep neural networks. Many DMTL-based methods were developed for facial expression recognition [30,43,48], in which facial features can be recognized using DMTL to deduce facial information. However, the existing DMTL-based facial expression recognition methods typically only consider the class label information, while ignoring the local information of sample spatial distribution.

In this paper, we develop a Discriminative Deep multi-task Learning (DDMTL) method to address the above issue in facial expression recognition, which is able to consider both the class label information and the local information of sample spatial distribution simultaneously. We further design a weight-shared siamese network to evaluate the local distribution through an adaptive reweighting module, utilizing the class label information with different confidence. Since the proposed network is a two-channel siamese network with shared weights, it can be regularized via contrastive loss. This can prevent the focus of DDMTL only on the class label information. Therefore, DDMTL can obtain acceptable test performance and achieve satisfactory experimental results even when the number of training samples is small. A simplified flowchart of DDMTL is illustrated in Fig. 1.

The main contributions of this paper include:

1) A novel discriminative DMTL (DDMTL) method is proposed, including a discriminative softmax loss and a contrastive loss. Notably, this is the first study that adds discriminative local spatial distribution information to the softmax loss.
2) An adaptive reweighting module is developed, which utilizes the label information with different confidence.
3) DDMTL considers both the information of class labels and the local information of sample spatial distribution simultaneously, and overcomes the challenges in facial expression recognition. Experimental results demonstrate that DDMTL is superior to the state-of-the-art.

The rest of this paper is organized as follows. Section 2 presents related work. The proposed DDMTL method is detailed in Section 3. Section 4 conducts experiments to validate the effectiveness of DDMTL. Section 5 is the conclusion of this paper.

2. Related work

2.1. Multi-task learning

Multi-task learning is a machine learning paradigm that leverages valuable information contained in multiple correlated tasks to improve all correlated tasks’ performance. It is a kind of transfer learning by sharing information among different tasks and exploiting the similarity among these tasks. Lukaszr et al. [26] proposed a multi-task learning model that could simultaneously learn several similar tasks related to language processing and computer vision. Rothe et al. [31] considered an age regression task as a deep classification task and utilized multi-task learning to achieve image classification. Subsequently, Rajeev et al. [29] developed a multi-task learning algorithm for face classification, pose estimation, and gender recognition.

![Fig. 1. A flowchart to illustrate DDMTL.](image-url)
2.2. Convolutional neural networks

With the development of deep learning techniques, multiple Convolutional Neural Networks (CNNs) have proven their superior power in many research areas, especially in image processing and video processing. The widely accepted CNN model was developed by LeCun et al. [20]. They proposed an end-to-end training of CNN models by using gradient based optimization. Comparing with various conventional handwritten character recognition methods, LeCun et al. [20] demonstrated that combining convolutional neural networks with either search mechanism or inference mechanism had the ability to simulate interdependent complicated outputs with minimal pre-processing.

Alex et al. [2] developed a large deep CNN model called AlexNet. It had achieved the state-of-the-art performance at that time by classifying 1.3 million high-resolution images into 1000 different classes. Furthermore, some other convolutional neural networks such as VGGNet [35], GoogLeNet [38], and ResNet [19] were developed and achieved good performance (such as high classification accuracy) by increasing the depth and the width of CNNs. Specifically, VGGNet [35] has achieved significant improvement to the prior art configurations by increasing the network depth to 16–19 weighted layers. Szegedy et al. [38] developed GoogLeNet by increasing both the depth and the width of CNNs. They increased the number of convolutional layers to 22. ResNet was developed by He et al. [19], in which the number of convolutional layers was set to 152.

In addition, DenseNet [17] achieved better performance by shortening the length of connections between the layer close to the input and the layer close to the output. This is also able to enhance feature propagation, mitigate the vanishing gradient problem, encourage feature reuse, and decrease the number of parameters.

2.3. Siamese network

The siamese network consists of two duplicate sub-networks using shared parameters. The siamese network was first developed in [5] for signature verification. Currently, siamese networks have been applied to many areas such as speech feature classification [10] and text classification [45].

Further, Chopra et al. [12] developed a siamese network for fully supervised face verification. The developed siamese network using a discriminative learning framework for energy based models [39] to calculate loss function. Mobahi et al. [27] proposed a similar siamese network for large-scale object recognition in videos. The proposed network is capable of labelling pairs of input videos frames as similar (when they are close to each other in time) or dissimilar (when they are far away from each other in time). Liu et al. [23] proposed a parameterized probabilistic siamese network for learning representation, in which learning was formulated as maximizing the likelihood of binary similarity labels for pairs of input images. In addition, Bertinetto et al. [4] developed an end-to-end fully convolutional siamese network for video object detection.

3. Proposed method

In this section, we detail how discriminative information is added to the softmax loss function of the deep multi-task learning algorithm. Then we present how to design a reweighting module and calculate the contrastive loss. Finally, the optimization of DDMTL is illustrated.

3.1. Discriminative deep multi-task learning (DDMTL)

In the existing DMTL based methods, the discriminative information from the spatial distribution of samples has not been considered. Hence, samples may be classified inaccurately in some cases by using these methods. In order to address this issue, we propose a discriminative DMTL based method. In DDMTL, the discrimination is employed with softmax loss using an adaptive reweighting module to obtain the local spatial distribution information from samples. Furthermore, in order to combine class label information with constraints loss, we design a siamese network with two types of loss functions: (i) a discriminative softmax loss, which uses the information of class labels and the information of local spatial distribution of samples, and (ii) a contrastive loss, which contributes to effectively preventing the overfitting problem. Suppose that given a dataset $X$ consisting of $N$ samples from $M$ different classes, then the discriminative softmax loss can be formulated as follows:

$$\text{S} \text{Loss}(x^i, \Theta, y_i) = -\sum_{t=1}^{M} 1\{y_i = t\} \log \hat{p}_t^i = -\log \hat{p}_t^i = -\log \frac{e^{\theta_t^i, x^i}}{\sum_{t=1}^{M} e^{\theta_t^i, x^i}},$$

where $x^i$ presents the network output corresponding to a training sample $x^i$, and $1\{y_i = t\}$ is an indicator function; if $y_i = t$ is true, then the result is 1; otherwise, the result is 0. $\Theta$ is the parameters of network layers; $\theta_t$ is the weight of the $t^{th}$ network output; $t = 1, \ldots, M$. $\hat{p}_t^i$ is the predicted probability. The goal of DDMTL is to utilize discriminative information from training samples. Thus, we develop an adaptive reweighting module $W_t$ that adds local spatial distribution information to the proposed siamese network. In addition, the reweighting module, which assigns weights to each sample based on the confidence between sample pairs, can both minimize the distance between similar samples and maximize the distance between dissimilar samples. Then the discriminative softmax loss of the proposed method can be defined as:
\[ SL(x', x', \Theta_1, \Theta_2, y_i, y_j) = \sum_{i \neq j}^N W_k(SLoss(x', \Theta_1, y_i) + SLoss(x', \Theta_2, y_j)), \]

where \( x' \) and \( x' \) are the output of the network corresponding to training sample \( x' \) and \( x' \); \( y_i \) and \( y_j \) are the class labels corresponding to \( x' \) and \( x' \); \( \Theta_1 \) and \( \Theta_2 \) are the parameters of the two softmax losses. The adaptive reweighting module \( W_k \) improves classification performance by providing specific local distribution information.

### 3.2. Adaptive reweighting module \( W_k \)

In order to design an adaptive reweighting module \( W_k \), it is considered that samples from the same class can be represented with high-level representations, while samples from different class cannot. Thus, \( pCON(x_i, x_j) \) can be defined as follows:

\[
pCON(x_i, x_j) = \sum_{x_j \in N_k(x_i)} \max \left( k - \text{dist}(x_i, d(x_i, x_j)), \text{max}(k - \text{dist}(x_i, d(x_i, x_j)) \right)
\]

where \( N_k(x_i) \) is the set of \( k \) nearest neighbors of \( x_i \), and \( \text{max}(k - \text{dist}(x_i), d(x_i, x_j)) \) is the reachability distance from \( x_i \) to \( x_j \). In other words, if \( x_i \) and \( x_j \) are sufficiently close, then the reachability distance is \( k - \text{dist}(x_i) \); if \( x_i \) is far away from \( x_j \), then the reachability distance is \( d(x_i, x_j) \). Since it is a probabilistic algorithm, the adaptive reweighting module \( W_k \) can be defined as:

\[
W_k = G \left( \sum_{t=1}^T pCON(x_i, x_j) \right),
\]

where \( T \) presents the number of iterations, and \( G \) is the local Gaussian statistics transformation that can be used to scale the probabilistic value. Since DDMTL works iteratively, a complicated procedure is not essential. Furthermore, the discriminative representation can converge to similar results with sufficiently long iterations.

Fig. 2 illustrates the reachability distance when \( k = 5 \). If object \( x_j \) is far away from \( x_i \) (such as object \( x_{j2} \) in Fig. 2), the reachability distance between the two objects (i.e., object \( x_j \) and object \( x_{j2} \)) is their actual distance; if object \( x_j \) is sufficiently close to \( x_i \) (such as object \( x_{j1} \) in Fig. 2), the actual distance will be replaced by the \( k \)-distance of \( x_i \) when calculating the reachability distance between the two objects (i.e., object \( x_j \) and object \( x_{j1} \)). This is due to the statistical fluctuation of \( d(x_i, x_j) \) for all \( x_j \) close to \( x_i \) can be significantly reduced. Thus, parameter \( k \) can control the strength of the smoothing effect, which will lead to achieving a similar reachability distance for objects in proximity.

### 3.3. Contrastive loss constraints

The role of local distribution constraint is to learn the non-linear mapping of similar input vectors to nearby points as well as the non-linear mapping of dissimilar input vectors to distant points on the output manifold. In this paper, we utilize a contrastive loss to impose the constraint. Suppose that, in a \( d \)-dimensional feature space \( R^d \), \( x_i \) and \( x_j \) are two input training samples, then the similarity indicator \( Y_{ij} \) can be defined as:

\[
Y_{ij} = \begin{cases} 
1, & \text{if } x_i, x_j \text{ are dissimilar} \\
0, & \text{if } x_i, x_j \text{ are similar} 
\end{cases}
\]

In a deep representation space, the Euclidean distance between \( x_i \) and \( x_j \) is denoted as follows:

\[
D_k(x_i, x_j, \varphi) = \|f^k(x_i, \varphi) - f^k(x_j, \varphi)\|_2,
\]

Fig. 2. \( d(x_i, x_{j2}) \) and \( k - \text{dist}(x_i) \).
where $f^k(x|\varphi)$ presents the $k^{th}$ layer output of the network $f(\cdot|\varphi)$ with the parameter $\varphi$. If two samples are from the same class, then they can be considered as “similar” (i.e., $Y_{ij} = 0$); if they are from different classes, then they can be considered as “dissimilar” (i.e., $Y_{ij} = 1$). Thus, the contrastive loss of discriminative feature learning can be formulated as:

$$CL(x_i, x_j, \varphi, k) = 0.5(1 - Y_{ij}) (D_k(x_i, x_j, \varphi))^2 + 0.5Y_{ij} \max(0, m - D_k(x_i, x_j, \varphi)),\quad(7)$$

where $m > 0$ is a margin that formulates how far away that two dissimilar samples should be pulled from each other.

Since the contrastive loss can be seen as a regularization of the proposed network, DDMTL can effectively prevent the overfitting problem and obtain acceptable results even in the case of a small number of training samples.

### 3.4. Optimization

In this section, the network architecture that combines classification with contrastive loss is described. Our proposed method is jointly optimized by two loss terms:

$$L = SL(x', x', \Theta_1, \Theta_2, y_1, y_2) + \beta CL(x_i, x_j, \varphi, k),\quad(8)$$

where $SL$ denotes the discriminative softmax loss; $CL$ denotes the contrastive loss, and $\beta$ denotes a trade-off parameter. We update the parameters of the proposed network using a stochastic gradient descent method. Each iteration traverses through all batch blocks of the training set. When a batch block is traversed, the network parameters will be updated, then all network parameters can be updated after the batch is completed. The updating formula is:

$$\Theta^{i+1} = \Theta^i - \eta \nabla \Theta,$$

where $i$ denotes the iteration number; $\Theta$ presents the parameters of network layers, and $\eta$ presents the learning rate. Therefore,

$$\Theta_1 = \Theta_1 - \eta \nabla \Theta_1, \quad \Theta_2 = \Theta_2 - \eta \nabla \Theta_2,$$

where

$$\nabla \Theta_1 = \partial SL(x', x', \Theta_1, \Theta_2, y_1, y_2) / \partial \Theta_1,$$

$$\nabla \Theta_2 = \partial SL(x', x', \Theta_1, \Theta_2, y_1, y_2) / \partial \Theta_2.$$

Since the partial derivative of the $k^{th}$ layer output of the network $f(\cdot|\varphi)$ with parameters $\varphi$ can be calculated as follow:

$$\nabla f^k(x_i|\varphi_k) = \frac{\partial CL(x_i, x_j, \varphi_k)}{\partial f^k(x_i|\varphi_k)} + \frac{\partial SL(x', x', \Theta_1, \Theta_2, y_1, y_2)}{\partial f^k(x_i|\varphi_k)},$$

the partial derivative of $\varphi_k$ can be calculated as:

$$\nabla \varphi_k = \nabla f^k(x_i|\varphi_k) \times \partial f^k(x_i|\varphi_k) / \partial \varphi_k + \nabla f^k(x_i|\varphi_k) \times \partial f^k(x_i|\varphi_k) / \partial \varphi_k.$$

Algorithm 1 illustrates the process of DDMTL.

**Algorithm 1** Discriminative Deep Multi-Task Learning to Recognize Facial Expression

(i): Input: $\{(x_i, y_i)\}, i = 1, 2, \ldots, N.$

(ii): Initialization: initializing the parameter of the network, parameter learning $m$, learning rate $\eta$

(iii): While not converged do

(iv): input $(x_i, y_i)$ and $(x_j, y_j), i, j = 1, 2, \ldots, N$;

(v): $\nabla \Theta_1 = \partial SL(x', x', \Theta_1, \Theta_2, y_1, y_2) / \partial \Theta_1$;

(vi): $\nabla \Theta_2 = \partial SL(x', x', \Theta_1, \Theta_2, y_1, y_2) / \partial \Theta_2$;

(vii): $\nabla f^k(x_i|\varphi_k) = \frac{\partial CL(x_i, x_j, \varphi_k)}{\partial f^k(x_i|\varphi_k)} + \frac{\partial SL(x', x', \Theta_1, \Theta_2, y_1, y_2)}{\partial f^k(x_i|\varphi_k)}$;

(viii): $\nabla f^k(x_i|\varphi_k) = \frac{\partial CL(x_i, x_j, \varphi_k)}{\partial f^k(x_i|\varphi_k)} + \frac{\partial SL(x', x', \Theta_1, \Theta_2, y_1, y_2)}{\partial f^k(x_i|\varphi_k)}$;

(ix): $\nabla \varphi_k = \nabla f^k(x_i|\varphi_k) \times \partial f^k(x_i|\varphi_k) / \partial \varphi_k + \nabla f^k(x_i|\varphi_k) \times \partial f^k(x_i|\varphi_k) / \partial \varphi_k$.

Update $\Theta_1 = \Theta_1 - \eta \nabla \Theta_1, \quad \Theta_2 = \Theta_2 - \eta \nabla \Theta_2, \quad \varphi_k = \varphi_k - \eta \nabla \varphi_k$;

End While

(x): Output: parameters of the network.
4. Experiments

We implement DDMTL on three datasets: (i) the extended Cohn-Kanade dataset (CK +) [25], (ii) the MMI facial expression dataset (MMI) [41], and (iii) the Static Facial Expressions in the Wild dataset (SFEW) [14]. The direct pre-training of deep neural networks on small datasets may lead to the overfitting problem. Thus, our experimental model of DDMTL consists of 4 convolutional layers, a fully connected layer, and a softmax layer, where each convolutional layer is followed by one max-pooling layer and one local response normalization layer. Features that are extracted from the fully connected layer will be fed into the softmax layer for classification.

We set the initial network learning rate to 0.05, and the learning rate is decayed per epoch. We update the parameters of DDMTL by using stochastic gradient descent in the optimization processing. We compare DDMTL with the state-of-the-art, including AlexNet [2], VGGNet [35], GoogleNet [38], AdaGabor [50], 3D-CNN [7], SJMT [28] and DMTL [48] on the three datasets to validate the efficiency of DDMTL.

4.1. Extended Cohn-Kanade dataset

The extended Cohn-Kanade dataset is a widely used laboratory-controlled dataset for facial expression recognition. It consists of 327 video sequences from 118 subjects that are labelled with 7 expression class labels. The duration of a video sequence ranging from 10 to 60 frames. Each video sequence begins and ends with a neutral expression and can exhibit a shift from a neutral facial expression to a peak facial expression.

In this experiment, all video sequences are firstly pre-processed into 640 x 480-pixel images with 8-bit precision for grayscale. Then the last 4 frames are selected for each sequence due to maximal expressions (Fig. 3). In order to reduce the variation in face scale or in-plane rotation across different facial images, we align the obtained facial images based on the centres of the eyes and the mouth. Finally, all selected images are cropped to 50 x 50 pixels. All methods (including DDMTL and other reference methods) are trained and tested on these processed images.

We divided the experimental dataset into 8 groups (no subject overlap among groups) and utilize an 8-fold cross-validation strategy (6 groups for training and the remaining 2 groups for evaluation and testing) for validation. All experimental results are reported as the average of the 8 runs.

Table 1 shows the recognition accuracy of AlexNet, VGGNet, GoogleNet, AdaGabor, 3D-CNN, SJMT, DMTL and DDMTL methods on the CK + dataset. Notably, DDMTL outperforms than the other methods; the accuracy of DDMTL is almost 7% higher than that of AlexNet. Also, DDMTL achieves high accuracy rate of 97.63%, with 95.18% for 3D-CNN, 93.40% for AdaGabor, 93.31% for GoogleNet, 92.53% for VGGNet, 95.11% for SJMT, 95.67% for DMTL.

Table 2 shows the confusion matrix of the DDMTL. The proposed DDMTL method has more than 98% recognition accuracy for disgust, happy and surprise expressions, and only 84% for angry and fear expressions, and the lowest recognition accuracy for sad expression. It is because the fear and sad expressions are similar to each other in some cases, they are not distinct in the pixel space, and hence, often confused. Furthermore, an optimal DDMTL is achieved using the local spatial distribution information among the samples. It minimizes the distance between similar samples and maximizes it between dissimilar samples.

To balance the two loss functions, we explore the weight by varying $\beta$ from 0 to $+\infty$. Fig. 4 demonstrates that within a certain range, the recognition accuracy of DDMTL increases with increasing $\beta$. The maximal accuracy is at $\beta = 0.01$, then the accuracy begins to drop. According to the above, $\beta$ is set as 0.01 in our experiments. To demonstrate the effectiveness of DDMTL, we visualize the features by AlexNet, 3D-CNN, and DDMTL on the CK + dataset. In Fig. 5, the dots, diamonds, and stars denote training, evaluation, and testing data, respectively. All sample images are randomly distributed, and the features are clustered according to the provided 6 expression labels. It can be seen that DDMTL (Fig. 5 (iii)) achieves a better separation performance than AlexNet (Fig. 5 (i)) and 3D-CNN (Fig. 5 (ii)).

4.2. MMI facial expression dataset

The MMI dataset is a laboratory-controlled dataset that includes 326 sequences from 32 subjects, in which 213 sequences are labelled with 6 types of expression labels, and 205 sequences are captured in frontal view. Each sequence begins and ends with a neutral expression, reaching the peak of facial expressions near the middle of the sequence. In our experiments, 3 frames near the middle of a sequence are chosen as peak frames and correlated with their expression labels. Fig. 6 shows...
some sample images in the MMI dataset. Since the MMI dataset only contains a small number of sample data, which is not sufficient to train a deep neural network, we supplemented additional data of the same expressions from the CK + dataset as experimental data. 8 groups of the MMI dataset are combined with the additional CK + dataset as a training set, and the other 2 groups of the MMI dataset are utilized as the evaluation and testing set.

Our experiments are based on independent 10-fold cross-validation. We divided the MMI data set into 10 groups, 8 groups of which are utilized for training, and the other 2 groups of which are utilized for evaluation and testing, respectively. Experimental results are reported as the average of the 10 runs.

Table 3 shows the recognition accuracy of DDMTL and other reference methods. DDMTL is superior to the state-of-the-art. Compared to the experimental results on the CK + dataset, the recognition accuracy of the reference methods is significantly reduced, such as AlexNet and VGGNet, while the experimental results of DDMTL still maintain an acceptable recognition accuracy, which is more than 5% higher than the experimental results of those methods. DDMTL achieves better performance than the reference methods since it contains additional discriminative information of samples. This also proves the stability and robustness of DDMTL.

In addition, due to different training conditions, recognition accuracy can be different. For example, DeXpression [6] has reached a recognition accuracy of 98.36% on the MMI dataset, which is higher than the accuracy of our proposed method. It is because DeXpression extracts 20 video frames that represent the most video content for each video in the MMI database. However, in our experiments, only 3 frames near to the middle of a sequence are chosen as peak frames and correlated with their expression labels for experiments. Therefore, we found that facial expression recognition is a challenging task since the

Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Validation Accuracy</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet [2]</td>
<td>89.41 ± 1%</td>
<td>91.21 ± 3%</td>
</tr>
<tr>
<td>VGGNet [35]</td>
<td>90.33 ± 2%</td>
<td>92.53 ± 2%</td>
</tr>
<tr>
<td>GoogleNet [38]</td>
<td>91.90 ± 2%</td>
<td>93.31 ± 2%</td>
</tr>
<tr>
<td>AdaGabor [50]</td>
<td>91.07 ± 2%</td>
<td>93.40 ± 4%</td>
</tr>
<tr>
<td>3D-CNN [7]</td>
<td>93.53 ± 3%</td>
<td>95.18 ± 1%</td>
</tr>
<tr>
<td>SJMT [28]</td>
<td>93.39 ± 4%</td>
<td>95.11 ± 2%</td>
</tr>
<tr>
<td>DMTL [48]</td>
<td>93.51 ± 3%</td>
<td>95.67 ± 3%</td>
</tr>
<tr>
<td><strong>DDMTL</strong></td>
<td><strong>95.28 ± 2%</strong></td>
<td><strong>97.63 ± 3%</strong></td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th></th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happy</th>
<th>Sad</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>84.28</td>
<td>1.03</td>
<td>0</td>
<td>0.67</td>
<td>4.33</td>
<td>0</td>
</tr>
<tr>
<td>Disgust</td>
<td>3.21</td>
<td>98.02</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fear</td>
<td>4.89</td>
<td>0</td>
<td>84.39</td>
<td>0</td>
<td>10.89</td>
<td>0</td>
</tr>
<tr>
<td>Happy</td>
<td>0</td>
<td>0</td>
<td>6.04</td>
<td>98.11</td>
<td>0</td>
<td>1.64</td>
</tr>
<tr>
<td>Sad</td>
<td>4.57</td>
<td>0</td>
<td>5.21</td>
<td>1.22</td>
<td>80.25</td>
<td>0</td>
</tr>
<tr>
<td>Surprise</td>
<td>3.05</td>
<td>0.95</td>
<td>4.36</td>
<td>0</td>
<td>4.53</td>
<td>98.36</td>
</tr>
</tbody>
</table>

Fig. 4. Recognition accuracy of DDMTL with different parameter $\beta$.  

<table>
<thead>
<tr>
<th>Parameter $\beta$</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.8</td>
</tr>
<tr>
<td>0.000001</td>
<td>0.82</td>
</tr>
<tr>
<td>0.00001</td>
<td>0.84</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.86</td>
</tr>
<tr>
<td>0.001</td>
<td>0.88</td>
</tr>
<tr>
<td>0.01</td>
<td>0.90</td>
</tr>
<tr>
<td>0.1</td>
<td>0.92</td>
</tr>
<tr>
<td>0.15</td>
<td>0.94</td>
</tr>
</tbody>
</table>
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Table 3
Recognition accuracy on the MMI dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet [2]</td>
<td>59.81%</td>
</tr>
<tr>
<td>VGGNet [35]</td>
<td>61.49%</td>
</tr>
<tr>
<td>GoogleNet [38]</td>
<td>62.16%</td>
</tr>
<tr>
<td>AdaGabor [50]</td>
<td>62.42%</td>
</tr>
<tr>
<td>3D-CNN [7]</td>
<td>64.23%</td>
</tr>
<tr>
<td>SJMT [28]</td>
<td>64.01%</td>
</tr>
<tr>
<td>DMTL [48]</td>
<td>64.92%</td>
</tr>
<tr>
<td>DDMTL</td>
<td>67.78%</td>
</tr>
</tbody>
</table>
recognition results are easily affected by the input images, where large inter-personal variations of the facial images can make the process difficult.

Table 4 shows the recognition accuracy of the provided 6 facial expressions on the MMI dataset. Compared with the experimental results on the CK+ dataset, the recognition accuracy of all expressions decreased, especially the recognition accuracy of fear expression is only 39.4%, which shows that facial expression recognition is a challenging task.

In addition, to evaluate the ability of DDMTL to prevent overfitting problems, we plotted Fig. 7 to show changes in training losses as the number of iterations increases. Experimental results demonstrate that as the iteration progresses, the training loss decreases rapidly to approximately 0, which indicates that DDMTL can effectively prevent the overfitting problem based on the contrastive loss.

4.3. SFEW facial expression dataset

The experimental dataset is constructed by choosing static frames from the SFEW dataset that computed key frames using facial point clustering. The experimental data on the SFEW dataset is divided into 3 sets: a training set (958 samples), an evaluation set (436 samples), and a testing set (372 samples). Sample images include 7 expression categories: anger, disgust, fear, neutral, happy, surprise, and sad.

Table 5 shows the performance of DDMTL and the reference methods on the SFEW dataset. DDMTL yielded better experimental results than other reference methods. Since the environmental conditions of facial images vary greatly, the facial expression accuracy of all methods is reduced compared to the experimental results on the CK+ dataset. However, both the validation accuracy and the test accuracy of DDMTL are at least 5% higher than those of other methods. The confusion matrix on the SFEW dataset is shown in Table 6. DDMTL performs adequately in terms of anger, happiness, and neural, but performs relatively poor in recognizing disgust and fear. This phenomenon may be because disgust and fear are caused by the slight motion of critical facial areas, which are difficult to be captured and thus are difficult to be recognized.

Table 4

<table>
<thead>
<tr>
<th></th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happy</th>
<th>Sad</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>79.6</td>
<td>9.98</td>
<td>5.32</td>
<td>1.21</td>
<td>18.32</td>
<td>7.22</td>
</tr>
<tr>
<td>Disgust</td>
<td>2.88</td>
<td>69.3</td>
<td>8.76</td>
<td>3.89</td>
<td>7.91</td>
<td>0</td>
</tr>
<tr>
<td>Fear</td>
<td>2.91</td>
<td>3.21</td>
<td>39.4</td>
<td>0</td>
<td>0</td>
<td>13.69</td>
</tr>
<tr>
<td>Happy</td>
<td>1.63</td>
<td>4.90</td>
<td>6.92</td>
<td>90.7</td>
<td>1.91</td>
<td>1.05</td>
</tr>
<tr>
<td>Sad</td>
<td>11.72</td>
<td>8.91</td>
<td>7.32</td>
<td>3.05</td>
<td>71.5</td>
<td>0</td>
</tr>
<tr>
<td>Surprise</td>
<td>1.26</td>
<td>3.7</td>
<td>32.28</td>
<td>1.15</td>
<td>0.36</td>
<td>78.04</td>
</tr>
</tbody>
</table>

Fig. 7. Illustration of the training loss.
5. Conclusion

In this paper, we propose the Discriminative Deep Multi-Task Learning (DDMTL) method for facial expression recognition. DDMTL can handle the loss of local information on spatial distribution by utilising both the information of class labels and the local information of sample spatial distribution simultaneously. Furthermore, DDMTL is based on a siamese network with shared weights designed to measure the local distribution via an adaptive reweighting module, to improve the accuracy of facial expression recognition. Experiments are performed on three widely used facial expression datasets. Experimental results determine that DDMTL performs better than the state-of-the-art methods. Compared with the reference methods, DDMTL is competitive especially when the training samples are small with respect to the local information. Nonetheless, when dealing with combined facial expression datasets (i.e., the training set are combined by several facial expression datasets), the recognition accuracies of the reference methods and DDMTL have all showed slightly decreased although DDMTL still achieved the best performance. How to maintain recognition accuracy when dealing with combined facial expression datasets will be investigated in the future.
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