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A B S T R A C T

Video captioning aims to generate sentences/captions to describe video contents. It is one of the key tasks in the field of multimedia processing. However, most of the current video captioning approaches utilize only the visual information of a video to generate captions. Recently, a new encoder–decoder–reconstructor architecture was developed for video captioning, which can capture the information in both raw videos and the generated captions through dual learning. Based on this architecture, this paper proposes a novel attention based dual learning approach (ADL) for video captioning. Specifically, ADL is composed of a caption generation module and a video reconstruction module. The caption generation module builds a translatable mapping between raw video frames and the generated video captions, i.e., using the visual features extracted from videos by an Inception-V4 network to produce video captions. Then the video reconstruction module reproduces raw video frames using the generated video captions, i.e., using the hidden states of the decoder in the caption generation module to reproduce/synthesize raw visual features. A multi-head attention mechanism is adopted to help the two modules focus on the most effective information in videos and captions, and a dual learning mechanism is adopted to fine-tune the performance of the two modules to generate final video captions. Therefore, ADL can minimize the semantic gap between raw videos and the generated captions by minimizing the differences between the reproduced and the raw videos, thereby improving the quality of the generated video captions. Experimental results demonstrate that ADL is superior to the state-of-the-art video captioning approaches on benchmark datasets.
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1. Introduction

Video captioning aims to generate sentences/captions to describe video contents [1–3]. It has received increasing attention in the fields of video understanding [4], natural language processing [5–7], and computer vision [7–9]. In the real world, video captioning based applications, such as video captioning based transcriptions and blind navigation, are widely used in surveillance systems, healthcare, and smart cities, and demonstrate their enormous scientific and commercial potential in these applications [4,5].

Compared to other captioning tasks (e.g., image captioning [10–12]), video captioning is more challenging. This is because a video contains more complicated information (e.g., actions, objects, and scenes) than a still image [13–15]. The existing video captioning approaches are mainly based on two types of models: (i) template based language models and (ii) sequence learning based models.

Early efforts on video captioning mainly focused on template based language models. The template based language models [16–18] predefine a series of language templates, and map video features to words using object detection methods. Then the detected words are placed on a predefined template to form a video caption that follows specific grammatical rules to describe the video content. Thus, each part of the generated sentence can be aligned with the video content based on the predefined templates. However, since such captions are composed of the detected words, template based language models only describe the detected video contents, i.e., part of the video contents. Furthermore, since the syntactical structure of a caption is predefined by the templates, the generated caption is rather ’robotic’, i.e., not quite like a natural language sentence [13].

Recently, various deep learning techniques have obtained significant success in the fields of image processing and speech processing [19–22]. These techniques have also been introduced to the video captioning task. The video captioning models that are achieved through these deep learning techniques are named sequence learning based models, also known as the encoder–decoder models [13].

A sequence learning based model usually includes two stages: an encoding stage and a decoding stage. In the encoding stage,
convolutional neural networks (CNNs) are often used as an encoder to convert a video into a compact vector to extract video features from videos. After that, the extracted video features are fed into a recurrent neural network (RNN) based decoder for video caption generation. Compared with the video captions generated by the template based language models, the video captions generated by the sequence based learning models can have more flexible syntactical structures.

Furthermore, since the encoder–decoder models allow the training process to work in an end-to-end manner, it has become the mainstream of current video captioning models. However, the encoder–decoder models have a limitation in generating video captions. Specifically, in the training process of an encoder–decoder model, the previous ground-truth word is often used as the input of the decoder at each time step. However, in the test process, this input is replaced by the previously generated word that is generated by the decoder [23]. This exposure bias may lead to error accumulation during the test process. In other words, during the test process, once a “bad” word is generated by the model, this error will be propagated and accumulated as the length of the sequence increases.

To overcome the aforementioned problem, a reconstruction network (RecNet) was proposed in [1] with a new encoder–decoder–reconstructor architecture. The proposed network generated video captions through dual learning on two flows (a video-to-sentence flow and a sentence-to-video flow). Specifically, the video-to-sentence flow encoded video semantic features to produce video captions, and the sentence-to-video flow reconstructed the video features using the output of the video-to-sentence flow. A soft attention mechanism was used in both flows to capture key information from video features and generated captions. However, this simple temporal attention mechanism cannot capture the internal relationships of key information [24].

To overcome the above problem, this paper proposes a novel attention based dual learning approach (ADL) for video captioning. Based on the similar architecture in [1], a multi-head attention mechanism replaces the soft attention mechanism to capture key information in raw videos and generated video captions. Specifically, two modules (i.e., a caption generation module and a video reconstruction module) are contained in the proposed approach. The caption generation module is developed to generate video captions using the visual features extracted from videos through an Inception-V4 network [25]. The video reconstruction module reproduces/synthesizes the raw video feature sequences (i.e., the raw video frames) using the hidden states of the decoder in the caption generation module. A multi-head attention mechanism is adapted to the two modules to help them focus on the most effective information in raw videos and video captions, and a dual learning mechanism is used to fine-tune the two modules. Therefore, the proposed approach can minimize the semantic gap between raw videos and generated captions by minimizing the differences between the reproduced and the raw videos, thereby enhancing the quality of the generated video captions. Experimental results demonstrate that, on benchmark datasets, our approach is superior to the state-of-the-art video captioning approaches.

The rest of this paper is organized as follows. The related work on video captioning is discussed in Section 2. Section 3 details our proposed ADL approach for video captioning. The experimental setting details and results are discussed in Section 4. The conclusion and our future work are presented in Section 5.

2. Related work

Generating descriptive captions for videos is a key task, which has received extensive attention in the fields of video understanding, natural language processing, and computer vision in recent years. The existing video captioning approaches can be classified into two categories: template based language models and sequence learning based models. In this section, Sections 2.1 and 2.2 briefly introduce the two types of video captioning models, and Section 2.3 reviews the applications of dual learning.

2.1. Template based language model

Early work [16–18] for video captioning mainly rely on template based language models, which predefine a set of language templates for caption generation. Specifically, a sentence is separated into several phases (e.g., subject, verb, and object) based on the predefined templates with specific grammar rules [13]. By using object detection methods, each word can be aligned with a part of video information, and then all detected words can be placed in different phases of a template to generate a video caption. To detect objects in a video, Kojima et al. [16] developed a human activity description method based on concept hierarchies of actions. However, the generation of their method was limited to narrow domains and small vocabularies of actions. To describe arbitrary activities in videos, Guadarrama et al. [9] developed a method named zero-shot recognition to recognize activities in a video and described the recognized activities using semantic hierarchies.

On a different tack, Rohrbach et al. [17] developed a video captioning approach that introduced a conditional random field to simulate the connections/relationships between objects and activities in a video. Thus, in their approach, both visual features and semantic features were used for generating video captions. Further, Xu et al. [18] developed a video captioning framework that contained a joint embedding module, a deep video module, and a semantic language module, to generate video captions from videos.

However, since the template based language models were incapable of textualizing everything in videos, i.e., mapping all video information to words, the sentences generated by these models only described part of video contents. In addition, since the templates predefined the syntactic structures of video captions, the generated sentences were based on simple and uniform syntactic structures, which were somewhat robotic in some cases. Thus, the sequence learning based model has been developed for video captioning.

2.2. Sequence learning based model

Recent achievements in deep learning techniques have significantly enhanced the performance of video captioning approaches. Compared to template based language models, sequence learning based models can generate video captions with more flexible syntactical structures. This is because the model can learn the probability distributions of video contents and natural language sentences in a common space.

A typical architecture of the sequence learning based video captioning model is to combine CNNs and RNNs, where CNNs are utilized to extract compact representational vectors from the input videos, and RNNs are utilized to construct a language model that operates on the extracted vectors for video caption generation. Venugopalan et al. [26] computed video representation vectors by averaging the features of each video frame extracted by CNNs, and then these vectors were fed into a long short term memory (LSTM) network [26] for caption generation.

To capture the temporal dynamics of video sequences, Venugopalan et al. [27] developed the well-known Sequence to Sequence Video to Text (S2VT) approach, which utilized the optical flow to extract temporal information, and used LSTMs on both the encoder and the decoder. Zhang and Tian [28] proposed a
two-stream neural network to exploit both spatial and temporal information for video captioning.

Later, Pan et al. [29] proposed a video captioning approach named LSTM-E with an encoder–decoder architecture. In this approach, video representations were produced by mean pooling over the frame features extracted by a 2D/3D CNN, and an LSTM was used as the decoder. Ballas et al. [30] proposed a video captioning approach named GRU-RCN, which learned the spatio-temporal features in videos from intermediate visual representations using a gated-recurrent-unit recurrent network (GRU). This approach calculated the convolutional maps of video frames and fed them into a convolutional GRU-RNN (i.e., GRU-RCN) at different time steps.

HRNE [31] is a video captioning approach, which could exploit long-term temporal information in videos. Specifically, this approach generated video representations with an emphasis on spatial-temporal modeling. This reduced the length of input information flow and exploited temporal transitions with multiple granularities. h-RNN [32] is a hierarchical-RNN framework to transfer videos to natural sentences. Specifically, it consisted of two generators. A sentence generator was based on a spatiotemporal attention mechanism to produce a short sentence that described a specific short video interval. Then a paragraph generator was used to capture the inter-sentence dependency utilizing the output of the sentence generator. LSTM-LS [33] is a video captioning framework with listwise supervision. It generated a sentence ranking list for each video. In other words, by using a nearest-neighbor search, sentences could be associated with videos. Then a set of rank triplets was used to collect ranking information and measure the quality of the ranking list. Thus, the quality of the generated video captions could be improved by maximizing the ranking quality.

Furthermore, attention mechanisms were introduced to the video captioning models, which have been proven as an effective way to enhance the performance of video captioning models with the encoder–decoder structure. Yao et al. [34] assigned weights to video frame features by an attention mechanism and then fused them according to the attentive weights. Yan et al. [3] proposed a spatial–temporal attention mechanism for video captioning, which captured information from the spatial–temporal structures in a video and selected the significant regions from the most relevant video segments to generate captions. However, this approach only considered visual information for caption generation. The aLSTMs [35] is an attention-based LSTM framework for video captioning. Specifically, it developed a new attention mechanism, based on which LSTM could capture the significant structural features of the input videos as well as the correlation between multimodal features (such as textual and visual features), to ensure the semantic consistency between the visual contents of videos and the sentence descriptions.

Recently, multimodal learning was also introduced to video captioning models to improve the quality of the generated captions, since a video contains multiple modalities, such as visual modality, audio modality, and textual modality. Wang et al. [2] proposed a Multimodal Memory Model for video captioning based on textual and visual modalities to solve the visual-textual alignment problem. They developed a visual and textual shared memory that modeled long-term visual-textual dependency and guided visual attention for video caption generation by interacting with videos and captions.

2.3. Dual learning approaches

Dual learning has been effectively applied for many machine learning applications, such as machine translation [36–39], image-to-image transformation [40–42], sentiment analysis [43], image segmentation [44], etc. The main idea of dual learning is very intuitive: leveraging the duality between two related tasks as a feedback signal to boost the performances of both tasks [45,46].

Usually, a dual learning framework contains two agents (a primal model and a dual model) to utilize such duality. The primal model maps an x from one domain to another, while the dual model maps it back. The mapping functions between these two domains are trained simultaneously so that one function is close to the inverse of the other. For example, when using dual learning in machine translation, if we translate a sentence from Chinese to English and then translate the obtained English sentence back to Chinese, the same sentence or a very similar one can be obtained.

He et al. [36] first proposed dual learning and applied it to machine translation. They updated two dual translators in a reinforcement learning manner and utilized the reconstructed distortion as the feedback signal. After that, Wang et al. [37] and Xia et al. [47] considered the joint distribution constraint in dual learning. They have proved that the joint distribution of samples over two domains is invariant when computing from either domain. Xia et al. [48] proposed a model-level dual learning approach, which shared components between the primary model and the dual model.

In addition, Zhao et al. [23] proposed a cross-domain image captioning approach using dual learning to overcome the problem of lack of image-text pairs in the training set. Wang et al. [45] proposed a multi-agent dual learning framework, which consisted of multiple primal and dual models, for machine translation and image translation.

In this paper, our proposed approach utilizes attention-based dual learning for video captioning. Unlike the existing encoder–decoder model which only contains a video-to-caption forward flow, we also build a caption-to-video backward flow. In other words, by fully considering bidirectional training between videos and captions, our proposed approach is able to further enhance the accuracy of video captioning.

3. Framework

This paper proposes a novel ADL approach for video captioning. As illustrated in Fig. 1, ADL includes two modules: a caption generation module and a video reconstruction module. The caption generation module constructs the forward flow from videos to captions by learning a translatable mapping between video features and captions. The backward flow from captions to videos is formed by the video reconstruction module, which is able to synthesize raw video data sequences based on the hidden state sequences of the decoder. A multi-head attention mechanism is used in the two modules, helping them focus on the most effective information for video captioning. The two modules are fine-tuned via dual learning, and the whole approach is trained in an end-to-end fashion.

In this section, a brief introduction of RNN and LSTM is provided in Section 3.1, and the two modules are presented in Sections 3.2 and 3.3, respectively. The loss function of the proposed approach is presented in Section 3.4 for training.

3.1. Long short term memory network

RNN is a class of deep neural networks extended from the feedforward neural network by adding feedback connections. RNNs have shown extraordinary ability in dealing with sequence learning. It is because it contains a specially designed recurrent operation that models sequence information by maintaining the historical sequential information inside hidden units.
An RNN is usually used to process the video captioning task. In a video captioning method, the input of RNN can be a video composed of $n$ video frames, i.e., $V = \{v_1, v_2, \ldots, v_n\}$, and the output of RNN is a descriptive sentence composed of $T$ words $S = \{s_1, s_2, \ldots, s_T\}$. Mathematically, the output sequence $\{s_1, s_2, \ldots, s_T\}$ can be calculated by the input vectors $\{v_1, v_2, \ldots, v_n\}$ according to the following equations:

$$h_t = \tanh (W_h v_t + U_h h_{t-1} + b_h),$$  \hspace{1cm} (1)

$$s_t = \text{softmax}(U_h h_t + b_s),$$  \hspace{1cm} (2)

where $h_t$ is the hidden state at time step $t$ ($t = 1, \ldots, T$); matrices $W_h$ and $U_h$ denote the weights to be learned; $b_h$ denotes a bias term. Thus, the input $v_t$ and the previous hidden layer's state $h_{t-1}$ can be utilized to obtain the current hidden layer's state $h_t$ and the current hypothesis $s_t$. The historical information of a sequence is transmitted throughout the whole sequence and affects the output at each time step.

However, standard RNNs have difficulties in dealing with long-term temporal information in some cases due to the gradient exploding or vanishing problem. Thus, a variant of the standard RNN, LSTM network was proposed.

Compared with the standard RNN, LSTM is equipped with an additional memory cell to selectively remember the previous inputs. The scale of historical information that a network can forget or remember is controlled by the memory cell, thereby overcoming the gradient exploding or vanishing problem. Thus, LSTM is more efficient than the standard RNN when dealing with tasks that require very deep structures.

In LSTM, the memory cell $c_t$ and the hidden state $h_t$ can be calculated by the following equations:

$$f_t = \sigma (W_f v_t + U_f h_{t-1} + b_f),$$  \hspace{1cm} (3)

$$i_t = \sigma (W_i v_t + U_i h_{t-1} + b_i),$$  \hspace{1cm} (4)

$$o_t = \sigma (W_o v_t + U_o h_{t-1} + b_o),$$  \hspace{1cm} (5)

$$g_t = \tanh (W_g v_t + U_g h_{t-1} + b_g),$$  \hspace{1cm} (6)

$$c_t = f_t c_{t-1} + i_t g_t,$$  \hspace{1cm} (7)

$$h_t = o_t \cdot \tanh (c_t),$$  \hspace{1cm} (8)

where $\sigma(\cdot)$ is a sigmoid activation function; $i_t$, $f_t$ and $o_t$ are the three gates in the memory cell, and $\ast$ is the multiplication operator.

In LSTM, the input gate $i_t$ and the forget gate $f_t$ control whether to remember the current input $v_t$ or forget the previous memory $c_{t-1}$, and the output gate $o_t$ determines which history information in the memory cell $c_t$ can be transported to the hidden state $h_t$. Thus, the collaboration of these three gates allows LSTM to perform or model long-term sequence information.

### 3.2. Caption generation module

The purpose of video captioning is to produce a descriptive sentence $S = \{s_1, s_2, \ldots, s_T\}$, which is able to depict the content of a video $V = \{v_1, v_2, \ldots, v_n\}$. Conventional encoder–decoder structures usually establish models for the caption generation probability word-by-word:

$$P(S|V) = \prod_{t=1}^{T} P(s_t|s_{<t}, V; \theta),$$  \hspace{1cm} (9)

where $T$ denotes the length of the sentence $S$; $s_{<t}$ denotes the partial caption that has been generated, i.e., $\{s_1, s_2, \ldots, s_{t-1}\}$; $\theta$ denotes the parameters in an encoder–decoder model.

**In the encoding stage:** To generate reliable video captions, some visual features, which contain the high-level semantic information of a video, need to be captured (i.e., the process of feature extraction). Previous approaches usually leverage CNNs (e.g., AlexNet [26], VGG19 [49], and GoogleNet [39]) for feature extraction since these networks can convert each video frame into a fixed-length video representation that contains high-level semantic information.

Considering that we need a deeper network to extract video representation, in this paper, the Inception-V4 [25] is introduced as an encoder to extract features from raw videos. Thus, a given video $V$ can be encoded into a sequence $\{v_1, v_2, \ldots, v_n\}$ as video representation, where $n$ denotes the total frame number of a video.

**In the decoding stage:** The decoder generates captions word-by-word according to the video representation. Usually, LSTM, which is capable of modeling long-term temporal dependencies,
is utilized as a decoder to convert the video representation into video captions. Moreover, to further exploit the most salient regions in videos, attention mechanisms are often introduced into the decoder, which is used to select the key video frames for captioning. In this paper, LSTM is utilized as a decoder to convert video representations into video captions, and a multi-head dot product attention (MHDPA) [50] is employed to help the decoder to exploit the most salient regions in videos.

During the process of video captioning, the word prediction at the time step \(t\) is performed as:

\[
P (s_t | s_{<t}, V, \theta) \propto \exp \left( \varphi (s_{t-1}, h_t, e_t; \theta) \right),
\]

where \(\varphi(\cdot)\) denotes the LSTM inference; \(h_t\) denotes the LSTM hidden state calculated at the time step \(t\); \(e_t\) denotes the context vector calculated by MHDPA at the time step \(t\).

Moreover, since we utilize MHDPA to assign attention weight \(\alpha^j_t\) to the video representation of each frame \(\{v_1, v_2, \ldots, v_n\}\) at the time step \(t\), the \(r\)th context vector can be calculated as follows:

\[
e_t = \sum_{j=1}^{n} \alpha^j_t v_j,
\]

where \(n\) denotes the frame number of a video.

As demonstrated in [34], the attention mechanisms encourage the decoder to choose a subset of key video frames to produce the most appropriate word at each time step. In other words, all currently generated words are summarized (or memorized) in the \(t-1\)th hidden state \(h_{t-1}\). Then the correlations between the \(j\)th feature in the video sequence and all currently produced words can be reflected by the attention weight \(\alpha^j_t\) at the time step \(t\). Thus, \(e_t\) replaces \(v_t\) as the input of LSTM in the caption generation module of our proposed approach. MHDPA is a self-attention mechanism proposed in [50]. Specifically, it utilizes matrices \(Q, K, \) and \(V\) to respectively store all queries, keys, and values. All these queries, keys, and values can be built by using a linear projection:

\[
Q = W^q_m, \quad K = W^k_m, \quad V = W^v_m,
\]

Attention\((Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V.\]

\[
\text{head}_i = \text{Attention} \left( \text{W}_i^q, \text{W}_i^k, \text{W}_i^v \right),
\]

where \(\text{W}_i^q\) denotes weight matrices; \(d_k\) denotes the dimensionality of key vectors; \(M\) denotes the input of the attention mechanism, which has the same dimensions as the hidden layer of the LSTM network; and \(\text{softmax}(\cdot)\) denotes a softmax function.

In this paper, the proposed caption generation module is jointly trained by minimizing the negative log-likelihood to generate accurate natural language sentences for the given videos. Mathematically,

\[
\min_{\theta} \sum_{t=1}^{r} \left\{ -\log P (s^t | v^t; \theta) \right\}.
\]

### 3.3. Video reconstruction module

As shown in Fig. 1, the proposed video reconstruction module is used to reproduce videos. In other words, it is to generate vectors that can represent the content of video frames according to the hidden state sequence of the decoder. However, it is difficult to directly reproduce video frames using the hidden states in the caption generation module due to the high dimension and diversity of raw video frames. Thus, in this paper, the proposed video reconstruction module takes the hidden states sequence of the decoder \(H = \{h_1, h_2, \ldots, h_T\}\) as input to reproduce the video representations created by the encoder.

The benefits of building such a module are two-fold: (i) with such a video reconstruction process, more useful information can be extracted from raw video sequences by the decoder; (ii) the proposed video reconstruction module is able to be trained in an end-to-end fashion. Thus, the relationships between the raw videos and the generated video captions are able to be further enhanced, so as to improve the accuracy of video captioning.

The proposed video reconstruction module is composed of LSTM and MHDPA. During the process of video reconstruction, the reproduced video frame at the time step \(t\) is performed as:

\[
P (\tilde{v}_t | \tilde{s}_{<t}, \theta) \propto \exp \left( \varphi (\tilde{v}_{t-1}, h_t, \mu_t; \theta) \right),
\]

where \(\varphi(\cdot)\) denotes the LSTM inference; \(h_t\) denotes the LSTM hidden state calculated at the time step \(t\); \(\mu_t\) denotes the context vector calculated by MHDPA at the time step \(t\). Thus, for each frame, the video representation can be reproduced by the key hidden states of the decoder which is chosen by MHDPA:

\[
\mu_t = \sum_{j=1}^{m} \beta^j_t h_j,
\]

where \(\beta^j_t\) denotes the attention weight calculated by MHDPA for the \(j\)th hidden state at time step \(t\). Thus, the correlations between the \(j\)th hidden state in the generated captions and all currently reconstructed video representations \(\{\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_{t-1}\}\) can be measured by \(\beta^j_t\). This helps the proposed video reconstruction module to selectively process the hidden states according to the attention weight \(\beta^j_t\) and dynamically generate contextual information \(\mu_t\) at each time step. Moreover, both the generated context \(\mu_t\) and the hidden state \(h_t\) are used as the input of LSTM in the video reconstruction module. Therefore, the proposed video reconstruction module is able to further employ the word composition and the temporal dynamics of the whole video caption to close the relationships between the raw videos and the generated video captions.

### 3.4. Loss function

In this paper, since the video representation is produced frame by frame, we define the reconstruction loss function as:

\[
L_{\text{rec}} = \frac{1}{m} \sum_{j=1}^{m} \psi (\tilde{v}_j, v_j).
\]

where \(\tilde{v}_j\) denotes the hidden states of the proposed video reconstruction module; \(v_j\) denotes the video representation; \(\psi(\cdot)\) is the Euclidean distance measure function.

As shown in Eq. (21), the proposed ADL approach is trained by minimizing the whole loss function. The whole loss function contains two phases: one is a video-to-sentence phase that is calculated by the forward likelihood; the other is a sentence-to-video phase that is calculated by the backward loss function. Thus, the loss function of the proposed approach can be defined as:

\[
L (\theta, \theta_{\text{rec}}) = \sum_{j=1}^{n} \left( -\log P (s^j | v^j; \theta) + \lambda L_{\text{rec}} (v^j, \tilde{Z}^j; \theta_{\text{rec}}) \right).
\]

where the generation loss \(-\log P (s^j | v^j; \theta)\) can be calculated by Eq. (18); the reconstruction loss \(L_{\text{rec}} (v^j, \tilde{Z}^j; \theta_{\text{rec}})\) can be calculated by Eq. (20); the hyper-parameter \(\lambda\) is introduced to find
a compromise between the proposed caption generation module and the proposed video reconstruction module. The larger the difference between the generated results and the ground truth, the greater the gradient of the loss function, and the faster the convergence rate.

As shown in Algorithm 1, the training of the proposed ADL approach can be separated into two phases:

(i) In the first phase, we train the proposed caption generation module based on the forward likelihood, which terminates the training process according to the early stopping strategy.

(ii) In the second phase, we utilize the whole loss function to jointly train the video reconstruction module and fine-tune the caption generation module. Both the hidden state sequence and the video frame feature sequence are used to calculate the video reconstruction loss function.

4. Experiments

We evaluate the proposed ADL approach on two benchmark datasets: Microsoft Research video to text (MSR-VTT) [49] dataset and Microsoft Research Video Description Corpus (MSVD) [51]. To demonstrate the effectiveness of ADL, we utilize the popular evaluation metrics including METEOR [52], BLEU-4 [53], ROUGE-L [54], and CIDEr [55] with the codes released on the Microsoft COCO evaluation server [56].

4.1. Datasets and experimental setting

The details of the two benchmark datasets are shown below:

**MSVD**: MSVD consists of 1970 YouTube video clips, each of which describes one single activity, of length between 10 and 25 s. Each video clip was annotated with approximately 40 English captions. In this paper, similar to [1], 1200 video clips are used as the training set, 100 video clips are used as the validation set, and 670 video clips are used as the test set.

**MSR-VTT**: MSR-VTT is one of the largest datasets for video captioning so far. In this paper, the initial version of MSR-VTT (i.e., MSR-VTT-10K) is utilized for experiments. MSR-VTT-10K consists of 10K video clips from 20 categories. Approximately 20 sentences are used to annotate a video clip. In summary, MSR-VTT-10K consists of a total of 29,316 unique words and 200K clip-sentence pairs. Similar to [1], 6513 video clips are used as the training set, 497 video clips are used as the validation set, and 2990 video clips are used as the test set.

For the sentences in datasets, we removed punctuations, separated the sentences with blank spaces, and then transformed all words into lowercase. We truncated the sentences longer than 30 words. For each word, the word embedding size is set as 468.

For the proposed caption generation module, all frames in a video clip are fed into Inception-V4 pre-trained on the ILSVRC2012-CLS classification dataset [57]. In this way, all video frame features can be reshaped to the standard size 299 × 299, so that the semantic feature of each video frame can be extracted from the last pooling layer with 1536 dimensions.

Inspired by [34], for each video clip, 28 equally spaced features are selected. When the number of features is less than 28, zero vectors are used for filling. Moreover, we set the input dimension of the decoder to 468, which is equal to the dimension of the word embedding. In addition, there are 512 units contained in the hidden layer.

In the video reconstruction module, the hidden state of the decoder is taken as the input, the dimension of which is set to 512. To simplify the calculation of the reconstruction loss function, we set the size of the hidden layer to the same size as the video presentation, i.e., 1536 dimensions.

Wang et al. [1] have verified that for a dual learning based approach, the hyper-parameter $\lambda$ can balance the contributions of the two modules (i.e., the caption generation module and the video reconstruction module). Thus, the selection of the hyper-parameter $\lambda$ is crucial. Although they have shown that adding the reconstruction loss is able to enhance the performance of video captioning, too large $\lambda$ may cause an obvious decrease in the performance of video caption generation. Therefore, in this paper, we test the proposed approach with $\lambda$ values of 0.1 and 0.3, and set $\lambda$ to 0.1 based on the experimental results.

We utilized AdaDelta [58] to optimize the training process. Furthermore, the training process was stopped when the CIDEr value on the validation set stopped growing for the next 20 consecutive epochs. Then in the test process, we used a beam search with size 5 to generate the final video captions. The activation functions used for LSTM include the sigmoid function and tanh function, the batch size is set to 20, the learning rate is set to $5e^{-5}$ on the MSVD dataset and $2e^{-4}$ on the MSR-VTT dataset, and the rnn_dropout is set to 0.5.

**Hardware and Software Environment**: The experiments in this paper are executed on a deep learning workstation with an Intel Core i9 CPU, four GTX 1080 Ti GPUs, and 128 GB RAM. We implement the proposed approach in Python. The deep learning framework we use is TensorFlow2.0.

METEOR: METEOR is a popular evaluation metric that has been widely used to measure the similarity between sentences [52]. METEOR has been shown to produce the closest results to human judgments when only a few sentence references are given.
BLEU: BLEU was originally proposed as an evaluation metric for machine translation [53]. It focuses on the accuracy of machine translation. In dense video captioning, it is concerned with how many n-grams in the generated captions are the same as the n-gram in the ground truth. That is, it compares the overlapping degree between the generated sentence and the ground truth.

ROUGE-L: In contrast to BLEU, ROUGE-L focuses on the recall rate [54]. In dense video captioning, it calculates the longest common subsequence length of the generated captions and the ground truth. The longer the length of the common subsequence, the higher the ROUGE-L score. A high ROUGE-L score means that the generated caption is similar to the ground truth.

CIDEr-D: CIDEr-D considers each sentence in the captions as a document, and then calculates the cosine angle of its TF-IDF vector [55]. In this way, CIDEr-D can obtain the similarity between the generated captions and the ground truth.

4.2. Experimental results

We test the performance of ADL on two benchmark datasets for video captioning. Tables 1 and 2 show the quantitative experimental results on these two datasets. On the two datasets, we compare our ADL approach with several classical encoder–decoder approaches and the state-of-the-art approaches, including MP-LSTM [1], SA-LSTM [1], and RecNet [1], for video captioning. Table 2 illustrates the quantitative experimental results of these approaches on the MSR-VTT dataset. When using the same encoder (such as AlexNet), the performance of SA-LSTM is better than MP-LSTM. This is because MP-LSTM utilized mean-pooling for frame feature aggregation/fusion, while SA-LSTM was based on an attention mechanism for feature fusion. Furthermore, compared to other SA-LSTMs that utilized AlexNet, GoogLeNet, or VGG19 as the encoder, SA-LSTM that utilized Inception-V4 as the encoder produced the best captioning results. This is because Inception-V4 is deeper than other networks, and is good at extracting advanced semantic features from videos. Therefore, our ADL approach with Inception-V4 is superior to other reference approaches.

Compared with the results of other reference approaches, our proposed ADL approach leverages the strength of dual learning in video caption generation to improve all evaluation scores. Therefore, our approach can generate accurate captions from videos. Fig. 2 shows qualitative examples of video captions generated by our approach. We compare the generated captions with the ground truths (GT). According to the comparison results, our approach can generate keywords describing the content of a video and combine these keywords into a complete sentence. In other words, our approach can generate video captions to describe video content accurately and concisely.

5. Conclusion

Video captioning aims to produce natural language sentences from videos, which has been widely used to solve real-world problems, such as explaining a movie plot to the blind. This paper proposes a novel attention based dual learning approach (ADL) for video captioning. ADL consists of two modules: a caption generation module that can generate video captions from raw video frames, and a video reconstruction module that can reproduce raw video frames based on the generated video captions. A multi-head attention mechanism is adapted to the two modules

<table>
<thead>
<tr>
<th>Approaches</th>
<th>METEOR</th>
<th>BLEU-4</th>
<th>ROUGE-L</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP-LSTM (AlexNet)</td>
<td>29.1</td>
<td>33.3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>RecNet (SA-LSTM)</td>
<td>32.7</td>
<td>43.7</td>
<td>68.6</td>
<td>69.8</td>
</tr>
<tr>
<td>LSTM-E [29]</td>
<td>31.0</td>
<td>45.3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>GRU-RCN [30]</td>
<td>31.6</td>
<td>43.3</td>
<td>–</td>
<td>68.0</td>
</tr>
<tr>
<td>HRNE [31]</td>
<td>33.1</td>
<td>43.8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>h-RNN [32]</td>
<td>32.6</td>
<td>49.9</td>
<td>–</td>
<td>65.8</td>
</tr>
<tr>
<td>aLSTMs [35]</td>
<td>33.3</td>
<td>50.8</td>
<td>–</td>
<td>74.8</td>
</tr>
<tr>
<td>LSTM-LS (VGG19)</td>
<td>31.2</td>
<td>46.5</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>ADL (AlexNet)</td>
<td>32.7</td>
<td>46.8</td>
<td>69.6</td>
<td>71.8</td>
</tr>
<tr>
<td>ADL (VGG19)</td>
<td>31.3</td>
<td>48.8</td>
<td>69.2</td>
<td>75.6</td>
</tr>
<tr>
<td>ADL (Inception-V4)</td>
<td>35.7</td>
<td>54.1</td>
<td>70.4</td>
<td>81.6</td>
</tr>
</tbody>
</table>

Table 1 Experimental results of different video captioning approaches in terms of METEOR, BLEU-4, ROUGE-L, and CIDEr scores on MSVD (%).

<table>
<thead>
<tr>
<th>Approaches</th>
<th>METEOR</th>
<th>BLEU-4</th>
<th>ROUGE-L</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP-LSTM (AlexNet)</td>
<td>23.4</td>
<td>32.3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MP-LSTM (GoogLeNet)</td>
<td>24.6</td>
<td>34.6</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MP-LSTM (VGG19)</td>
<td>24.7</td>
<td>34.8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SA-LSTM (AlexNet)</td>
<td>23.8</td>
<td>34.8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SA-LSTM (GoogLeNet)</td>
<td>25.2</td>
<td>35.2</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SA-LSTM (VGG19)</td>
<td>25.4</td>
<td>35.6</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SA-LSTM (Inception-V4)</td>
<td>25.5</td>
<td>36.3</td>
<td>58.3</td>
<td>39.9</td>
</tr>
<tr>
<td>RecNet (SA-LSTM)</td>
<td>26.2</td>
<td>38.3</td>
<td>59.1</td>
<td>41.7</td>
</tr>
<tr>
<td>RecNet (SA-LSTM)</td>
<td>26.6</td>
<td>39.1</td>
<td>59.3</td>
<td>42.7</td>
</tr>
<tr>
<td>ADL (AlexNet)</td>
<td>25.9</td>
<td>37.1</td>
<td>59.0</td>
<td>41.9</td>
</tr>
<tr>
<td>ADL (VGG19)</td>
<td>26.3</td>
<td>38.1</td>
<td>59.0</td>
<td>43.1</td>
</tr>
<tr>
<td>ADL (Inception-V4)</td>
<td>26.6</td>
<td>40.2</td>
<td>60.2</td>
<td>44.0</td>
</tr>
</tbody>
</table>

Table 2 Experimental results of different video captioning approaches in terms of METEOR, BLEU-4, ROUGE-L, and CIDEr scores on MSR-VTT (%).
to capture the most effective information, and a dual learning mechanism is used to fine-tune the two modules. Therefore, the proposed approach is able to minimize the semantic gap between raw videos and generated captions by decreasing the differences between the reproduced and raw video features.

We compare the proposed approach with several video captioning approaches on two benchmark datasets. Experimental results demonstrate the superiority of our approach over the state-of-the-art video captioning approaches. Our research also verifies the effectiveness of multi-head attention based dual learning for generating high-quality video captions.

The proposed approach also can be further improved. For example, we simply use multi-head attention rather than developing a new attention mechanism for capturing information from videos and captions. For future work, we intend to develop more appropriate attention mechanisms and better video captioning approaches for video caption generation. Based on our previous research [59–62], we will develop new deep neural networks. We will also explore the use of other information such as audio and semantic information for video caption generation. In addition, we intend to apply video captioning to a wider application field for solving real-world problems.

CRediT authorship contribution statement

Wanting Ji: Conceptualization, Methodology, Formal analysis, Writing – original draft preparation, Writing – review & editing. Rui Li: Supervision, Investigation, Writing – review & editing. Yan Tian: Visualization, Data curation, Writing – review & editing. Xun Wang: Resources, Writing – review & editing.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgments

This work was supported in part by the National Key Research and Development Program of China (2018YFB1404102), National Natural Science Foundation of China (61976188, 61972351, 62111530300), and the Natural Science Foundation of Zhejiang Province, China (LY18F020008).

References


